This article was downloaded by: [Huazhong University of Science & Technology ]

On: 20 November 2011, At: 23:20

Publisher: Taylor & Francis

Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered office: Mortimer House,
37-41 Mortimer Street, London W1T 3JH, UK

International Journal of Systems Science

. Publication details, including instructions for authors and subscription information:
5'1'1' '&tE‘lTlS http://www.tandfonline.com/loi/tsys20

Science

New results on H o, filter design for nonlinear systems
with time-delay through a T-S fuzzy model approach

Jinliang Liu ® , Zhou Gu ® , Engang Tian © & Ruixia Yan ¢

& College of Information Science and Technology, Donghua University, Shanghai 201620, P.R.
China

b College of Power Engineering, Nanjing Normal University, Nanjing, Jiangsu 210042, P.R.
China

¢ Institute of Information and Control Engineering Technology, Nanjing Normal University,
Nanjing, Jiangsu 210042, P.R. China

4 Glorious Sun School of Business Administration, Donghua University, Shanghai 200051, P.R.
China

Available online: 27 Jun 2011

To cite this article: Jinliang Liu, Zhou Gu, Engang Tian & Ruixia Yan (2012): New results on H «, filter design for nonlinear
systems with time-delay through a T-S fuzzy model approach, International Journal of Systems Science, 43:3, 426-442

To link to this article: http://dx.doi.org/10.1080/00207721.2010.502599

PLEASE SCROLL DOWN FOR ARTICLE

Full terms and conditions of use: http://www.tandfonline.com/page/terms-and-conditions

This article may be used for research, teaching, and private study purposes. Any substantial or systematic
reproduction, redistribution, reselling, loan, sub-licensing, systematic supply, or distribution in any form to
anyone is expressly forbidden.

The publisher does not give any warranty express or implied or make any representation that the contents
will be complete or accurate or up to date. The accuracy of any instructions, formulae, and drug doses should
be independently verified with primary sources. The publisher shall not be liable for any loss, actions, claims,
proceedings, demand, or costs or damages whatsoever or howsoever caused arising directly or indirectly in
connection with or arising out of the use of this material.



http://www.tandfonline.com/loi/tsys20
http://dx.doi.org/10.1080/00207721.2010.502599
http://www.tandfonline.com/page/terms-and-conditions

Downloaded by [Huazhong University of Science & Technology ] at 23:20 20 November 2011

International Journal of Systems Science
Vol. 43, No. 3, March 2012, 426-442

Taylor &Francis
Taylor & Francis Group

New results on H filter design for nonlinear systems with time-delay through a
T-S fuzzy model approach

Jinliang Liu™*, Zhou Gu®, Engang Tian® and Ruixia Yan?

“College of Information Science and Technology, Donghua University, Shanghai 201620, P.R. China; ®College of Power
Engineering, Nanjing Normal University, Nanjing, Jiangsu 210042, P.R. China; ‘Institute of Information and Control
Engineering Technology, Nanjing Normal University, Nanjing, Jiangsu 210042, P.R. China; “Glorious Sun School of Business
Administration, Donghua University, Shanghai 200051, P.R. China

(Received 1 November 2009, final version received 1 June 2010)

H filter design for nonlinear systems with time-delay via a T-S fuzzy model approach is investigated based on a
piecewise analysis method. Two cases of time-varying delays are fully considered: one is the time-varying delay
being continuous uniformly bounded while the other is the time-varying delay being differentiable uniformly
bounded with delay-derivative bounded by a constant. Based on a piecewise analysis method, the variation
interval of the time delay is first divided into several subintervals, then the convexity property of the matrix
inequality and the free weighting matrix method are fully used in this article. Some novel delay-dependent H .,
filtering criteria are expressed as a set of linear matrix inequalities, which can lead to much less conservative
analysis results. Finally, a numerical example is given to illustrate that the results in this article are more effective

and less conservative than some existing ones.

Keywords: H, filter; linear matrix inequalities; time delay; fuzzy systems

1. Introduction

The nonlinear filtering problem has long been one of
the fundamental problems in signal processing,
communication and control applications. The problem
of filtering can be briefly described as the design of an
estimator from the measured output to estimate
the state of the given systems. During the past few
decades, the H., filtering technique introduced in
Elsayed and Grimble (1989) has received increasing
attention (for example Ariba and Gouaisbaut 2007
Peng and Tian 2008; Gao, Meng, and Chen 2008a,b;
Zhang and Han 2008a,b; Gao, Zhao, Lam, and Chen
2009; Gao, Meng, and Chen 2009 and the references
therein). One of its main advantages is that it is
insensitive to the exact knowledge of the statistics of
the noise signals.

Recently, the problem of H., filtering of linear/
nonlinear time-delay systems has been given much
attention due to the fact that it has many practical
applications. Time delays cannot be neglected in the
procedure of filter design and their existence usually
results in poor performance (Wang and Ho 2003;
Wang, Ho, and Liu 2004; Nguang and Shi 2007; Xiao,
Xi, Zhu, and Ji 2008). Some nice results on H,
filtering for time-delay systems have been reported in

the literature and there are two kinds of results, namely
delay-independent filtering (de Souza, Palhares, and
Peres 2001) and delay-dependent filtering (Yue and
Han 2006; Yue, Han, and Lam 2008; Zhang and Han
2008; Su, Chen, Lin, and Zhang 2009; Qiu, Feng,
Yang, and Sun 2009; Zhang, Xia, and Tao 2009; Liu,
Yu, Gu, and Hu 2010). The delay-dependent results
are usually less conservative, especially when the time-
delay is small. The main objective of the delay-
dependent H, filtering is to obtain a filter such that
the filtering error system allows a maximum delay
bound for a fixed H,, performance or achieves a
minimum H, performance for a given delay bound.

During the past two decades, the T-S fuzzy model
(Takagi and Sugeno 1985) has been recognised as a
powerful tool in approximating complex nonlinear
systems by some simple local linear dynamic systems,
and some analysis methods in the linear systems can be
effectively extended to the T-S fuzzy systems.
Consequently, much effort has been made to
investigate T-S fuzzy systems and various tech-
niques have been obtained (Liu and Zhang 2003;
Guan and Chen 2004; Gao, Wang, and Wang 2005;
Tian and Peng 2006; Montagner, Oliveira, and
Peres 2009).
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For fuzzy H., filtering, two main cases of time-
varying delay should be considered:

(1) the time-varying delay being continuous uni-
formly bounded and

(2) the time-varying delay being differentiable
uniformly bounded with delay derivative
bounded by a constant.

For the first case, to the best of our knowledge, few
results on fuzzy H filtering have been discussed in the
literature. Therefore, it is significant to pay more
attention to this case since this kind of time-varying
delay exists in networked control systems (Yue, Qing-
long, and Peng 2004), which is one motivation for this
research. For the second case, when the bound of the
time derivative of the time-varying delay is less than
one, which does not allow the fast time-varying delay,
some useful results on fuzzy H,, filtering have been
obtained (Yang, Wang, and Lin 2007; Lin, Wang, Lee,
and Chen 2008; Qiu et al. 2009; Su et al. 2009; Zhang
et al. 2009).

In this article, we have studied the problem of H,
filter design for nonlinear systems with time delay via a
T-S fuzzy model approach, where two cases of time-
varying delay have been studied. Combining the
piecewise analysis method in Yue, Han, and Lam
(2005) and Yue, Tian, and Zhang (2009a) and
employing the convexity property of the matrix
inequality, novel criteria for the H., performance
analysis are derived. Based on the derived criteria for
the H,, performance analysis of the filtering-error
system, novel H, filter design criteria are obtained. An
example used in Lin et al. (2008), Qiu et al. (2009), Su
et al. (2009) and Zhang et al. (2009) is employed to
show the effectiveness and less conservativeness of the
proposed method.

Notation R" and R™™ denote the n-dimensional
Euclidean space and the set of n x m real matrices,
the superscript ‘T stands for matrix transposition, / is
the identity matrix of appropriate dimension. |- ||
stands for the Euclidean vector norm or the induced
matrix 2-norm as appropriate. The notation X >0
(respectively X > 0) for X € R"*" means that the matrix
X is real symmetric positive definite (respectively,
positive semi-definite). For a matrix B and two
symmetric matrices 4 and C, [2 2] denotes a sym-
metric matrix, where * denotes the entries implied by
symmetry.

2. Systems description and preliminaries

Consider a nonlinear system with time delay which
could be approximated by a time delay T-S fuzzy
model with r plant rules.

Plant rule i IF 6,(z) is W1, --- and 6,(1) is W},
THEN

X(t) = A;ix(t) + Agix(t — ©(1)) + Agyio(t)
y(t) = Cix(1t) + Cyix(t — (1)) + Cpi(t)
z(t) = Lix(t) + Lgix(t — t©(t)) + Lyio(t)
x(1) = @(0), t € [=7m, 0],

where 0,(7), 0(1),...,0,(t) are the premise variables,
and W; (i=1,2,...,r,j=1,2,...,2) are fuzzy sets, r is
the number of IF-THEN rules, x(¢) e R”, y(¢) e R" and
z(1) e R? are the state vector, output vector and the
signal to be estimated, 4;, Ay, Awi» Ci, Caiy Cuis Liy Ly;
and L,; are parameter matrices with appropriate
dimensions, w(t) € L,[0,00) denotes the exogenous
disturbance signal and ¢(f) is a continuous vector-
valued initial function on [—1,,, 0].

(1) 1s a time-varying delay which will be treated as
the following two cases:

(M

Case I: 7(7) is a continuous function satisfying
0<ty<t(t) <ty <00 Vt=>0. 2

Case II: 7(7) is a continuous function satisfying
O<t,<t(t)<ty<o00,7(f) <d<oo Vt=>0. (3)

By using a centre-average defuzzifier, product
interference and singleton fuzzifier, the global dynam-
ics of (1) can be inferred as

X(1) = A()x(1) + Aa()x(t — (1)) + Au(De(1)
(1) = C(O)x(1) + Ca()x(t — (1)) + Co(DaXr)  (4)
2(1) = L(Nx(1) + La(0)x(t — (1)) + Lo(De(0),

where
A1) = ihiAia Aat) = ihiAdiaAw(t) = Xr:hiAwia
i=1 i=1 i=1
C() = ihicis Cy(t) = i:hicdis Co(t) = Xr:hicwia
=1 =1 =1

L) =Y hiliy La(t) = Y hiLai, Lo(t) = ) Wil oy,
i1 i1 i1
h; 1s the abbreviation for 4,/(6(f)), and

i(0(1))
> i)

W/(6; (1)) is the grade membership value of 6(7) in W}
and h{6(t)) satisfies

g
hi(0(1)) = ai(0(0) = [ [ wiko; ().
J=1

O =0, 3 h@w) = 1.
i=1
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In this article, we will design the following H,
fuzzy filter,

Filter rule i: IF 6,(1) is Wi, -
THEN

and 0,(1) is Wy,
{ xp (1) = Apxy (1) + By(1) ©)
zr (1) = Cpxp (1) + Dpy(2),

where x/(f) € R" and z/(7) € R” are the state and output
of the filter, respectively. The matrices A4;eR"",
B;eR™™, C;eR”™™ and D;eR’™ are to be
determined.

The defuzzified output of (5) is referred to by

{ xp (1) = Af0)x7 (1) + B(1) y(1) ©
zr (1) = CAOx7 (1) + Dy(1) (1),

where
Aft) = ZhiAﬁa Bi(1) = ZhiBfia
i=1 i=1

CAD = hiCp. DAy = hiDy:.
i=1 i=1

Defining the augmented state vector e(f) =[]

xr(1)

and Z(f) = z(t) — z/(¢), we can obtain the following
filtering-error system:
é(1) = Aye(t) + Aggx(t — ©(1)) + A1)
(1) = Lye(t) + Lagx(t — (1)) + Loyo(1),

where

[ A; 0
U_Zzhh L B;Ci A.zf]’

=l j=

~ [ Azi
i = Z Zh g Bﬁédj’

=l j=

i Awi
=33 by Bﬁcm}

i=1 j=I

L,/ = ZZ/I/’Z Dﬁ —Cﬁ],

i=1 j=

idl/ Z Z h h (Ldl Df/ Cdl)

i=1 j=

wzj Zzhh (Lwl Df] a)l)

=1 j=

Remark 1: For L,(¢) =0, the system (4) reduces to the
system (3) in Lin et al. (2008), and the filter design
problem (5), for D/(#) =0, reduces to the filter system
(4) in Lin et al. (2008). Hence, our model includes the
filter design problem in Lin et al. (2008) as a special case.

The H filtering problem addressed in this article is
to design a filter of form (5) such that

e the filtering-error system (7) with w(f)=0 is
asymptotically stable,

e the H,, performance [zZ(?)|, < yllw(t)], is
guaranteed for all non-zero w(f)€ L, [0,00)
and a prescribed y > 0 under the condition
e(t)=0Vte[—tp, —Tul-

The following lemmas are needed in the proof of
our main results.

Lemma 1 (Gu, Kharitonov, and Chen 2003): For any
constant matrix ReR, R=RT >0, constant 14 > 0
and vector function X :[—ty,0] = R" such that the
following integration is well defined, it holds that

!
— Ty / xT(s)Rx(s)ds
=Ty

_[ 0 Tr_R R x(7) g
—[xo—rMJ [R —R}[ﬂt—mn}' ®

Lemma 2 (Yue, Tian, Zhang, and Peng
2009b):  Suppose 0 <1, <t(t) <ty B1, Er and Q are
constant matrices of appropriate dimensions, then

() —t)E1 + (ty —t()Er+ 2 <0 ©)
if and only if
(ty —t)E1 +2 <0 (10)
and
(v —t)BE2+ Q2 <0 (11)
hold.

3. H, performance analysis

In this section, we will concentrate our attention on the
performance analysis for the filtering-error system (7)
for 7(¢) satisfying Case I or Case II.

Similar to Yue et al. (2005) and Yue et al. (2009a),
we divide the variation interval of the delay into / parts
with equal length. Define

i(Tar — Tm)
7
Then, [t,, Ty] = [rm,rl]Uf;}(ri, 7i11]. In the proof of
our main results, we discuss the cases when /=2
and /=3. From the following sections, it can be seen
that the proposed method of this article can also be
easily extended to the case with / being any finite
integer.

In the following two sections, stability criteria of
the filtering error system (7) for /=2 and /=3 will be

ot =120 (12
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derived, respectively, based on the Lyapunov func-
tional method and the piecewise analysis method.

3.1. Stability criteria for | = 2
Define

™™ — Tm

2

Then, 11 =1, +8 = (T’L;M) denotes the central point of
variation of the delay (7).
Furthermore, define a new vector

S =

Rewrite (7) as
{ f(l) =T¢@) (13)
Z(1) = ().

On the basis of (13), we get the following results.

3.1.1. Hy, performance analysis for case I

Theorem 1: Under Case 1, for given constants t,,, Ty
and vy, the system (7) is asymptotically stable with the
H_-norm bound vy if there exist P >0, Qo > 0, Q| > 0,
Q2 > 0, RO >0,R; >0,R, >0, Mi/k’ Niik’ Siik and Tz]k
(i, j€S, k=1,2,...,6) with appropriate dimensions

=) xTt—w0) xXT(t—1m) xX"t—7) x"(t—tm) o' (1)]

and two matrices such that
Cy=[A; Ag 0 0 0 Aul W)+ WD) <0, (14
=y Lap 00 0 Loyl Wi+ i) <0, =12 i<jeS. (15
where
Wy * * * W * * *
\IJ’{(I) _ Wy Wy * * , lIJiZj(l) _ ‘1'21 ‘1‘22 * *
W3 W Wi % W3y Wy Wi %
Wy (l) Yp(l) 0 —-R Wy(l) Yp(l) 0 —Rs
Wiy = PA;+ AP+ H'(Qo + Q1 + 02 — Ro)H,
[ALP— NI +MI ] [ ALP— T + ST ]
RoH + N} RoH
Wy = —Mgl , Uy = TiJT‘l ,
0 —551
AlyP . L AL
M — y'z—NijT-z-i-M,jz-l-M,-jTg * * * * )
—Nijy + Njy + My —Q0 — Ro + Nyjz + N * * *
Y = —Nijg + My — M, Nijs — M3 01 — My — M, =% * |
—Nijs + Mjjs Nis —Mys + 7% —F-0 =
L —Nijs + M6 N —Mz 0 —y*1 ]
[—Tipp— T+ Sip+ S * * * *
—Tys + Si3 —Q0— Ry — & * * *
Up=|  —Tu+Su+Th B+ThH O+ Tu+Th -4 * *
—Tjys + Sys — Shy —Sh Tys — Siy —0>— Sjs — Sjs *
L —Ty6 + Sije 0 T; —Sijs —y* ]
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L; Laj 0
oy~ TOROH,JF ’ _ rOROH/iAd,j 0
VSR HA;; VSR HAy; 0
VR HA; VSR HAg; 0
V33 = diag{—1, — Ry, — R|, — Ry},

Wy (1) = VBN, Wa(2) = VoM, Wa(1) = VoTj, Wa(2) = VS

oS o o O

~

Lo
10 Ry H A
VSR HAL;
VSR, HA,;

oS o o O

ij1»

w42(1):[¢3N§2 VBN, VENT, N o], 11142(2):[«/3M§2 VoML oML, SM 0],

H=[I 0], S=12,...,r

Proof: Construct a Lyapunov functional candidate as

!

V(t,e,) = el (H)Pe(t) + f el (s)HT Qo He(s)ds

=1y

+ / t el (s)HTQ, He(s)ds

+/t el (s)HT Q> He(s)ds

—M

—Tp t
+ / / ¢T(v)HT R Hé(v)dv ds
t s

-1

—T1] !
+ / / eT(v)HT RyHé(v)dv ds
t s

—TMm

t t
+rm/ /éT(v)HTRoHé(v)dvds, (16)
=Ty Js

where P> 0, Qp>0,0;>0,0,>0, Ry>0, Ry >0,
R> > 0 are to be determined. Then, the proof can be
completed by using a similar way in Theorem 3, we
omit it for brevity.

Remark 2: Throughout the proof of Theorem 1, it
can be seen that we need not enlarge t(¢) to 7y,
therefore the common existing conservatism caused by
this kind of enlargement in Chen, Liu, and Tong
(2006), Lien (2006), Tian and Peng (2006), Jiang and
Han (2007) and Wu and Li (2007) can be avoided,
which will reduce the conservative of the result.

3.1.2. H., performance analysis for case II

For Case II, we chose a Lyapunov functional candi-
date as

t

V(t,e,) = el ()Pe(t) + / eT(s)HT Qo He(s)ds

=Ty

!
+ / el (s)HTQ\ He(s)ds
t—1(1)

VoTI 0], e = VaSh AShL eSL esk 0],

+ / [ AT (s)Or(s)ds

-3

t {
+ T f f ¢T(v)HT RyHé(v)dv ds
=T

N

I—Ty t
+ / / eT(v) HT R Hé(v)dv ds
t s

-1

—T !
+ / / eT(v)HT RyHeé(v)dv ds, (17)

—TM S

where

A1) = [xT(t — 1) xT(t— ‘L’l)].

Then, similar to the proof of Theorem 1, we can
conclude the following result.

Theorem 2:  Under Case 11, for given constants t,,, Tay,
d and vy, the system (7) is asymptotically stable with the
H, norm bound y if there exist P > 0, Qg > 0, Q1 > 0,
Ro > 0,R; >0,R, >0, Q = [g;t g’r‘] > 0, Mijka N,Jk, Sz]k
and Ty (i, jeS, k=1,2,...,5) with appropriate
dimensions such that

/(1) + (1) <0, (18)
YD)+ @) <0, I=12,i<jeS, (19
where
— chl * %k * ]
y N\ 0]
ol =| Tt
W3 W3, W33 *
LYa(l) Wa(l) 0  —Ry
[ ®n * * * ]
) U )
ol =] " Tt
Wy REP) W3 *
LW (1) Ya(l) 0 —Ry |

o = Pz‘iij+1‘i§P+HT(Q() +Q1 _RO)Ha
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B V1 * * * *
—Nj;3 +N52+Mij3 V) * * *
Dy = —Ng/4+Mg,‘4—M§2 0 +Ng/4—Mg~3 V3 * * |,
—Nijs + M Nij —On —Mys+58 —0n—-%  «
. 0 0 0 0 AT
Wi * * * *
—Ty3 + Si o * * *
bdp=| ~Tpu+Su+Th On+ThH+% 1 * .
—Tys + Sys — Sh —-Sh —On + Tys— S}y —0n—Sys—Shs =
i 0 0 0 0 2T
vi=—(1—=d)01 = Njp— Nj)+Mip+ Mj,, vy=—00— Ro+On+ Nz + N,
vi = 0n — Qu — My — M], —%, mr=—(1—d)01 — Typ — Thy + Sip + S},
M2=—Q0—R0+Q11—%, M3=—Q11+Q22+Tg/4+73§4—%,

431

and Wy, Wy, Way, Wz, Woy, Wy (1), Waa(l), Wiy (1), W 03>0,0,>0, R, >0, Ry>0, Ry >0, Ry >0, My,

(1), =1, 2 are as defined in Theorem 1.
appropriate dimensions such that

() + (1) <0,

3.2. Stability criteria for | = 3

Defi .. ;

cHne (1) + () < 0,
™ — Tm
b=t

n’y+mnlyu) <o,

Then, 3() .3( )
[=1,2,i<jeS,

T=T,+96, To=1,+205.
where

Furthermore, define a new vector

dm=[e"0) x-w0) X(-1) -1 M- - 0]

N’ﬂ“ Sl/ka Ti/-k’ W,/k and V,/k(l, ]G S, k= 1, 2, ey 6) with

1)

(22)

(23)

and two matrices _ _
Iy * * *

Po=[4; A 0 0 0 0 Ay, 1)

To=[Ly Loy 0 0 0 0 Lyl

Rewrite (7) as st * * * ]
of) = Ty e(t i My Mo x %
{ ~() 15(2) (20) nl() = ;
Z(t) _ Fzé‘(l). H31 H32 H33 *
On the basis of (20), we get the following results. ) @) 0 =R
[ Iy * £
3.2.1. Hy, performance analysis for case I () = fl e ) .
2.1 Hy p VSLS : 3 I3, [BED) I35 * ’

Theorem 3: Under Case 1, for given constants t,,, Ty
and vy, the system (7) is asymptotically stable with the
H_-norm bound vy if there exist P >0, O > 0, O, > 0,

| Ty(/) o) 0 —Ry
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My =

§5)

Iy =

33 = diag{—1, — Ry,
Mai(1) = V8N,
M41(2) = VoM,
Mai(1) = V8T,
M41(2) = V5S};
Mo (1) = VoWj,,

M) = \/SVgl ,

+ ML

r AT T
AdijP —N; ijl

ijl
R\H+ Ngl
_Mi/T‘l

0

0
ATi/.P

L Wi -

T
—Nis + My3 + Nj
—Nij + Mijs — M,
—Nijs + Mys
—Nije + Mz
0
T4
— T3 + Si3
~Tip + Sip + Tip
—Tyjs + Sys — S}
—Tije + Sije
0
- ',

Wiz + Vi
—Wis + Vi
—Wis + Vigs + Wiy
—Wijs + Vig — Vi

0
SV
T, R HA;;
VER,HA;
VERyHA;

| VR4H A |

Myp(l) =

Myp(l) =

Mp(2) =

ij1>

I3 =

J. Liu et al.

_Pl‘iif+1‘i§P+HT(Q1 + 02+ 034+ Qs— R)H

— Ry, —R3, — Ry},
[ VANT, AN, ENI, VENI VaNE, 0]

H42(2)=[\/5Mg,T2 ~/5M§3 ~/5M§4 ‘/SM;S \/SM,% O]’
| VBTL, VoTL ATL, ATI VETh 0],
Vsl oS aSk Vask Vesh, 0],
ﬁ42(1)=[\/5VV,;,Tz \/SWI{:; \/SW§4 ‘/SWi;S \/SW,% 0]’

12142(2)=[\/<§V§2 VSV NSV NSVis VeV O]’

il

S O O o O

_“ifsz - Wi+ Vi
R\H
. 0
o = wr,
_ VijT'l
- Alyp
* * *
* * *
* * *
—Q3 — 123 — }2“ * *
% —04— % *
0 0 —yZI
* *
* *
* *
Y *
~Spp+G —Qa—TF
0 —y* |
* * *
* * *
& * * *
Ty * x|
Wi — V,-]T5 Yo *
0 0 —y°I]
Loj |
TRy HA,;
VSR HA; |5
VERyHA
VR4 H AL |

[ALP—Th + ST ]
R H
A=
ijl
0
| e
k *
1> *
Njs — Ml.]T.3 5
Nis —Mis + 7
Nijs —Mijs
0 0
*k k
01 —R - %
ThL+% s
—553 —554 + Tys
0 Tijs
0 0
k *k
—Q1—R & *
5 -8
sz% WUTA +
~Vis ~Via
0 0
[ Ly 00 0
tuRiHAz; 0 0 0
VERHAz;; 0 0 0
VER3HAz;; 0 0 0
| VORsHAy 0 0 0
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Y1 =—Njp — N+ My + M}

ij2>
Ty =—01— R+ Nyz+ N,
Y3 =—-0r— Mj —MiJT'4 _%’
Ys=—Tp— T+ Sip+ Sh.
Ts=—-0r+ T+ T&—%,
T6=_Q3_Sij5_S§5_%

T =Wy — W,-JTQ + Vip + V,-JTQ,

R;
Ts =—03+ Wys + ijs—?

Yo =—04— Vig — V.

Proof: Construct a Lyapunov functional candidate as

t

V(t,e,) = el (H)Pe(r) + f xT ()01 x(s)ds

=T

+ / xT()0rx(s)ds + / xT(5)03x(s)ds
+ / xT(5)Q4x(s)ds

M

t !
+ T / / xT(v)Ri x(v)dvds
=T,

A

—T 1
+ / / xT()Ryx(v)dvds
t s

-1

—T] !
+ / / xT(v)R3x(v)dvds
t K

—1

+ [ iw f t)'cT(v)R4)'c(v)dv ds, (24)

where P >0, Q;>0and R, >0 (i=1, 2, 3, 4).
Taking the time derivative of V(r) with respect to ¢
along the trajectory of (7) yields

V(t,e) = 2" (1)PT1¢(0) + e (VH'(Q1 + 02 + Q3 + O4)
He(t) - xT(t - tm)le(t - tm)

—xI(t = 1)02x(t — 17)

—xT(t = ©)0sx(t — ) — xT(t — Tar) Qax(t — Tar)

+ 8¢T()HT(Ry 4+ Ry + Ry)Heé(t)

t
+ 2T (OHT R H1) — 1 / $T(5)R %(5)ds

=Ty

I—Ty
- / xT(s)RyX(s)ds
t

-1

- / T ) Rei(s)ds — / T ) Res)ds.

—T =Ty

(25)

Applying Lemma 1, we have

t
— Ty / xT(s)Ryé(s)ds
t

—Tm

He(t) 1'T-R R He(t
§|: e(t) } |: 1 1}[ e(t) :| (26)
X(f — Tp) Ry —Ry X(t — Tim)
It is noted that for any te R,, ©(¢) €[t T1] O
(1) € (11, 1o] or 1(t) € (12, Tpy]. Define three sets

Ql = {t : T(t) € [Tma ‘Cl]}’ (27)
Qo ={t:1(2) € (11, ]}, (28)
Q3 ={t: ‘L'(l) € (‘L’z, TM]} (29)

~ In the following, we will discuss the variation of
V(t) for three cases, that is, 1€ Q) or 1€, or 1 € Q5.

Case 1 For 1€ Qy, 1. e. ©(?) €[1,,, T1]

Combining (25) and (26) and introducing some
free-weighting matrices My, Ny i, j=1,2...6, we
obtain

V() — v’ o' (Do(t) + 27 ()Z(1)

=2e"(PT15(1) + " (VH"(Q1 + Q2 + O3 + Qu)He(r)
—xT(t = t)01x(t — Ty) — X7 (1 — 1) Qax(t — 1)
— xT(t = ©)03x(t — 1) — xT(t — Tar) Qax(t — Ta1)
+ 86T (HT(Ry + Rs + Ry)He(t) + T26" () H' Ry Hé(t)
_ /, T ) Ruk(s)ds — / T ) Rex(s)ds

—T -1

- / T @RS — Pl (Do) + €0 TIT()

—M

He(t) 1'T-Ri R He()
* |:X(l - rm)i| |: Rl _Rl ][X(l - Tm)]

r

+2)° Z hihicT (1) Ny |:x(t — 7)) — x(t — 7(£))

i=1 j=1

=Ty
- / )'c(s)ds]
t—1(1)

+2 Z Z hihig™ ()M |:X(l —7(0) —x(t — 1)

i=1 j=1

(30)
where
T _ T T T T T T
My =[Mj My My My, Mjs Mg 0],
T T T T T T T
Nj=[Nj Np Njg Ny Njs Ny 0].
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Applying Lemma 1, we have

- / T T R()

-

Sj[x(z—mﬂ—zes S0
S x(t— 1) R; —R3 | x(t — 1)

- / xT(s)Ryx(s)

51[ x(1 — 1) ﬂ—m Ry ][ xX(1 = 1) ] 32
S L x(t— 1) Ry =Ryl x(t—1ty)
Note that
r r (—Tp,
=23 il ()N / x(s)ds
i=1 j=1 t=(1)

=Ty
< f xT(s)Ryx(s)ds
t—1(1)

+ DY hilyle(0) — Tl (ON R N e(n), (33)

i=1 j=1

t—1(1)

=233 il ()M 5 X(s)ds

i=1 j=1 Ll

t—1(1)
< / xT(s)Ryx(s)ds
t

+ Zl Zl hihy [ty — T(1T (MR MEg(r).  (34)
i=l j=

Substituting (31)—(34) into (30) and using Lemma 2
and Schur complement, it is easy to see that (21) with
[=1, 2 are sufficient conditions to guarantee

V(1) — Yol (Hw(t) + Z1()(1) < 0.
Case 2 For te Q,, 1. e. ©(t) € (11, 2]
By using Lemma 1, we have

— / T T RG)

-1

1 x(t - Tm) ! _RZ RZ x(t - Tm)
<= - (35
S| x(t—m1) Ry —Ry || x(t1—1)
Combining (25), (26), (32) and (35) and introducing
some free-weighting matrices Ty, Sy, i, j=1,2,...,6,

2 i ihihjCT(t)sz [x(t —11) —x(t — (9

i=1 j=1

- / o )'c(s)ds:| =0, (36)
t—1(1)

2 2 ’Z hih/fT(l)Szj[x(l — () — x(t — 1)

i=1 j=1
t—1(1)
— / 5c(s)ds:| =0. (37)
=1
It is easy to see that (22) with /=1, 2 are sufficient
conditions to guarantee
V(1) = v'o' (De(n) + 2" (02(0) < 0.
Case 3 For 1€ Q3, 1. e. 7(¢) € (10, T/]

Combining (25), (26), (31) and 35) and introducing
some free-weighting matrices Tjj, Sij, 4, j=1, 2--- 6,

2 Z Z hilye" ()W [X(t — 1) — x(t — (1)

i=1 j=1

_ / o )'c(s)ds:| —0. (38)

—(1)

23> it (0 |:x(t —1(f) — x(t — ™)

=1 j=1
t—1(1)
—/ )'c(s)ds] =0. (39)
=Ty
It is easy to see that (23) with /=1, 2 are sufficient
conditions to guarantee

V(1) — Yol (Dw(1) + 2T (0)2(r) < 0.

Next, simlar to the proof of Theorem 1, we can get
Theorem 2. This completes the proof.

3.2.2. Hy performance analysis for Case 11

For Case II, we chose a Lyapunov functional candi-
date as

t

V(t,e)) = e’ (1)Pe(1) + / xT(5)01x(s)ds

=Ty

+ / T ($)02x(s)ds + / | T(5)0sx(s)ds
+ ! T d + ! T d
/x (£)0ax(s)ds /”mx (9)0sx(s)ds
—i—tm/ f)'cT(v)lec(v)dvds
+ / o / () Rox()dv ds

-1

—T 1
+ / / xT(v)R3x(v)dvds
-1 s

+ /t: / xT(v)Ryx(v)dvds, (40)
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where P >0,Q0;>0(i=1,2,3,4,5and R;> 0 (j=1,
2,3, 4).

Then, similar to the proof of Theorem 3, we can
conclude the following result.

Theorem 4:  Under Case 11, for given constants t,,, Ty,
d and y, the system (7) is asymptotically stable with the
H-norm bound y if there exist P >0, Q; >0 (i=1, 2,
3,4, 5), Qi >0 (l: 1,2, 3, 4), Mifk’ N,_‘]‘k, Sijkr Tijk’ W,_‘]‘k

al of Systems Science

dimensions such that

Qi+ <o,

Q)+ () <0,

QU+ Q1) <o,

[=1,2,i<jeS,

and  Vi(i,jeS,k=1,2,...,6) with appropriate where
[ Qu * * % | Qi * * *
, nl Q * * ) I Q * *
Qi) = 21 2 . Qi) = 21 2 ,
I3, MMy Il I3 MMy Il;z %
| (/) (/) 0 —R; My () Hpd) 0 —Rs
M Q * * x|
Qi) = Iy Qo * * ’
IT3; M3 Tlz %
| Ty (/) Ta(l) 0 —Ryq |
Qi = PAj+ AP+ H'(Q1 + 02+ 03 + Qs + Qs — R)H.
B h * * * * ]
—Nj3 + M3 +N§2 e * * * *
922 _ _Nif4 + Mif4 - M;Z N,"j4 — M;3 T3 * * %
—Nijs + Mijs Nijs ~Mys +75 —03 == * *
—Nijs + Mijs Nj —Mije & R
i 0 0 0 0 0 ey
B %y * * * * * ]
=T+ Sii3 01— R —% * * * *
a —Tju+ S+ T}, Th+% Ts * * *
2=
—Tys + Sys — S —Si —Shu + Tys Yo * *
—Tijs + Sijs 0 Ty —Sijs + % —04 — % *
i 0 0 0 0 0
B ) * * * * x ]
- ,'j3+V,'j3 _QI_RI_% * * * *
. ~Wia+ Via % —0 = * * %
0 = T T T | R
—Wis + Vi + Wi, Wis Win+7% Ts kX
—Wis + Vi — Vi —Vis —Vis Wis—Vis To  *
i 0 0 0 0 0 —
0 = — i — NUTZ + M,‘,Q + Ml-]T-z — (1 — d)Q5,
% =—Tp—Thh+ Sp+ S — (1 —d)Qs,

= —Wip—Wh+Vip+Vh—(1—-d)Qs,

u

435

(41)

(42)

(43)
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and Ty, I3, M3, M3, 4 (1), Tga(l), Ty, f[zl, Iy asymptotically stable wizh a prescribed H ., performance
(1), Hax (1), a1 (1), Man(7) (I=1, 2), Yo, T3, Y5, Y6, T y if there exist Py > 0, P3 >0, Qg >0, 01 >0, 0> > 0,
and Yy are as defined in Theorem 3. Ry >0, Ry >0, Ry >0, M0, M1, Nio, Nijis Tio,

Tt Sijios Sijits M, Niieo Sijies Tijies Agy By, Cpy and Dy
(k=2,3,...,6, i, j€S) with appropriate dimensions
4. Fuzzy H_ filter design such that the following linear matrix linequalities
In this section, we seek to design the H filtering based (LMls) hold:
on Theorems 1-4.

LHORRHORI (44)
4.1. H., filter design for | = 2 W) + W) <o, (45)
4.1.1. H, filter design for case I
For Case I, based on Theorem 1, we obtain a criterion P,—Py>0, [=1,2,i <jes, (46)
for the H filter design.
where
Theorem 5: Under Case 1, for some given constants
0<t,<ts and vy, the augmented systems (7) is
B % % % Wi * * *
A N7 W * gy b 7 * *
By = /21 2 LB = ’21 2
W3 W3 a3 o« W3 Wy Wi %
L Wa (1) Wa(l) Wa3 Wy V(1) Wan(l) Wi W

i A *
V= - - “r = - |-
P3Ai+BﬁC,j+Aﬁ Aﬁ—i-Aﬁ

TPy BT~ N+ Wy ATPy + T~ Ny M,
Ry + N,-ij Nyr'll
by = ~Mjy, — My, :
0 0
L AP+ Cgiéjg ALPy + CuT)igjg |
_AiTP1+CiTl_?;—]_"UT-10+§gm AiTP3+C,~TE;_TijII+S;11_
Ry 0
\i@l = Tho T ,
—5510 _S;‘ll
i ALP) + CaT),B_'; AT Py + CaT)zé/T |
(L — D;C; —Cy
@31 _ toRoA; 0
VéR4; 0
| V8R4, 0

()= [ VN, VAN, | B =[ Ve, Ve, ]
‘1141(1): \/37:510 ‘/571511]’ ‘1141(2):[‘/55510 ‘/35511]:

A =P A;+ APy + B;Ci+ C[ B[+ Qo+ Q1 + 01 — Ry
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and Wy, Wy, W, Wi, WS,, Why, Wys, Wyy and Wyy are
as defined in Theorem 1. Moreover, a suitable filter
of the form (6) is given as

[Af)' Bf)}: «20cA Py By @7
Cy Dy CiP;' Dy

Proof: Since P; > 0, the{e exist nonsingular matrices
P, and P; > 0 such that Py = PIP;!P,. Defining

P Pl I 0
j = . J= NPT
P, P; 0 P2TP3_1

It is easy to see that P >0 is equivalent to
Py — Py =P, — PJP;'P, > 0.
Pre-and post-multiplying (14) and (15) with

IT =diag{/, 1,1, - - - I} and its transpose and letting
——

Ag=Aghy. Ay=Piagpry",
By = P; By,

Cy=CpPs, Cpy=CyPy",
Dy =Dy,

T 9T _ [ n Y T y
Ny J" = [NijT'lo N;“], 1,1J [M;m MUTU]

Thd = Th Thi|. Sh/"=[She Shi].
(49)

we can conclude (44) and (45).

Next, we will show that, if (44) and (45) are

solvable for A, By, Cp Dy and P, then the
parameter matrices of the filter (6) can be chosen as
in (47). . )
. Replacing (4. By. Cpy. D) by (Py" AP, Py" By,
C;PY, Dy) in (6) and then pre-and post-multiplying
them with IT and its transpose, we can also obtain (44)
and (45). Obviously (P;TA;PY, P;TBy, C/,Pz, Dy)
can be chosen as the filter parameters. That is, the
following filter

X/() = PyTAgPIR (1) + Py TB (o)
Z(t) = CyPI%p(1) + D yy(1)

can guarantee that the filtering-error system (7) is
asymptotically stable with the H,, performance bound
y. Defining x/(1) = P¥x/(¢), (50) becomes

(50)

xXp(1) = Ay (1) + Bpyy(1)
2 (1) = Cpxy (1) + D (1),

Then, from (49) and (51) we can obtain (47). This
completes the proof.

(51)

4.1.2. H, filter design for Case 11

For Case II, based on Theorem 2, similar to the proof
of Theorem 5, we obtain a criterion for the H filter
design.

Theorem 6: Under Case 11, for given constants t,,, Ty,
d and y, the system (7) is asymptotically stable with the
H o-norm bound y if there exist P; > 0, P3 > 0, Oy > 0,
0,>0, 0,>0, Ry>0, R >0, R>0,
0 =[9 %1>0, My, My, Nyjo, Ny, Tipo, T,
Sipos St Miges Niger Sijes Tijes Agjs Bgjs Cpp and D

(k=2, 3,...,5, i, j€S) with appropriate dimensions
such that the following LMIs hold:
bl + o) <0, (52)
SHORTGR (53)
Py — Py >0,
1 3> (54)
[=1,2,i<j€eS,
where
BRY * * x|
Sl = ‘?21 55) * *

W3 W3 o W33 %
LWai(1) War(l) Wiz Wy

Wy * * *
i \ifz] &)22 * *
J —
V=1 . :

W3 W3 Wi %
‘1141(1 ) ‘1’42(1 ) Was ‘@44

\1111,\1121,\1121,\1/31,\1141(1) and \1141(1) are as defined in
Theorem 5 and ¢22,q)22,q/32,\l/32,\p42(l) \1’42(1) l1143,
Wy and \1144 are as defined in Theorems 1 and 2.
Moreover, a suitable filter of the form (6) is given
as (47).

4.2. H filter design for | = 3
4.2.1. Hy, filter design for Case 1

For Case I, based on Theorem 3, similar to the proof of
Theorem 5, we obtain a criterion for the H,, filter
design.

Theorem 7: Under Case 1, for some given constants
0<rt,,<t) and y, the augmented system (7) is asymp-
totically stable with a prescribed H., performance y if
there exist Py >0, P3y>0, 0, >0, 0,>0, 03> 0,
Q_4 > 0,_ R, >_0, R2_> 0, _R3 >_0, R4_> 0, A_{ijIOa A_{ijlla
Nijto, Nijits Tijno, Tijins Sijros Sijits Wipo, Wi, Vo,
Vit Mo Nijs Sijes Tijio Wies Vigrs Ay By €y and D
(k=2, 3,...,6, i, j€S) with appropriate dimensions
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m Ay * * * |
n i Az H22 k *
1'[1’(1) = A A - )
5 6 33 *
LAZ(0) Tep(l) 0 —Ry |
m Ay * * * ]
n i A4 ﬁgz k *
mo=| 07 :
5 6 33 *
LAo(/) Tagp(l) 0 —R4
[ ALPL+ CLBY — NI, + M,
R+ Ni?lo
AZ _ _Mglo
0
0
i ALPy + CLBY
[ Aj P+ CLBY, — Th + Sho
Ry
A Tgm
3 = -
~Sio
0
i AP+ CLBY
[ALP + CLB, — W+ VE,
R
0
Ay = 7
4 Wi
Vi
L AaT»'PI + CaT)ié;'
[ Li—D;C; —Cy
‘CleA,' 0
A5 = \/SRzAi 0 5 A6 =
VIR A; 0
| VR4, 0
A7(1) = I:\/S]\_]glo \/SN,];“ ]7 A7(2) =

() + 1) <o, (57)
55 -
( ) Py —P;>0,
[=1,2,i<jeS 58)
(56) - ) al _J e >
where
Ay * * * ]
. A I
o= " S

AS A(, H33 k
Ag(l) Tp(l) 0 —Rs

A Ay * ]
= P3A,+ijcl+/13f; /if,"f‘/l};_

ALPs + CLBY. — NIy + M, T

ijll
NUT'II
—M§11
0
0
ALPs+ CLBY,
ALPy + CLBL - TH, + Sk, T
0

TUT'U
_S;”
0
Agiﬁ3 + Cgié;i

ALPs + CLBY — Why + VT
0
0
ngl '
_VijT‘ll
AT Py + cgié;. A
[Li—DjiCsi 0 0 0 0 Ly —D;C,
TRiAi 0 0 0 0  7,R Ay
TuRAy; 0 0 0 0 T RoAw |,
R34 0 0 0 0  7,R3Ay
TuR4Agi 0 0 0 0  7,R4Ay

_[JSMglo VEIh | Ay = VETh, VATE, |,

A2 = V85h, VBShi |, A=

_\/SVT/{%O \/SWIJ;H ]» A‘)(z) = I:\/SI;?;]O \/SI;';” :I’

An = PiA;i+ APy + B;Ci+ CI B+ Q1 + Qs + 03+ 04 — Ry,
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and Ty, Ty, [, Taa(!), Taa(7), Tlgp(!) and Tl33 are as
defined in Theorem 3. Moreover, a suitable filter of the
form (6) is given as (47).

4.2.2. H, filter design for Case 11

For Case II, based on Theorem 4, similar to the proof
of Theorem 5 we obtain a criterion for the H., filter
design.

Theorem 8: Under Case 11, for some given constants
0<t,<ty, d and y, the augmented system (7) is
asymptotically stable with a prescribed H ., performance
y if there exist Py > 0, Py >0, 0; >0, 0, >0, 03 > 0,
Q_4 > 0,_Q5 >_0, R, > 0, Riz > Ol R; >_0, R4_> 0, A:l[jl(),
M, Nios N, Tijnos Tinns Sios Sints Wino, Wi,
Vipo, Vi, Mo Nijis Sijies Tijtr Wiges Vo Ao Bn and
Cp, Dy (k=2,3,...,6, i, jeS) with appropriate
dimensions such that the following LMIs hold.

Q)+ <o, (59)
Ql)+ Q1) <o, (60)
Qi+ elu) <o, (61)
P —P;>0,
e (62)
[=1,2,i<jeS,
where
m Q * * * ]
ln=| 2 9=
As Ag M3 %
LA7(1) Tp(l) 0 —Ry
m Qp * * % ]
ofp=| o)
As As M3 =%
LAs(/) Tg(/) 0 —Rs
m Qp * * *
alp=| ¥ %=t
A5 A6 H33 *
LAo(l) Tlp() 0 —Ry
& A+ Os *
W Psdi+ ByCi+ AL A+ AL |

and As, Az, Ag, As, Ao, A1), As(1), Ao(1), TT33, 222, 222,
Q20, gp(l), Myp(l) and TIgp(/) are as defined in
Theorems 3, 4 and 7. Moreover, a suitable filter of
the form (6) is given as (47).

5. Example

Example 1: Consider the H,, filtering design for the
system (4) with parameters (Lin et al. 2008; Qiu et al.
2009; Su et al. 2009; Zhang et al. 2009)

r—2.1 0.1 _19 0
Ay = 4= |
L] _2] [—0.2 —1.1]
a1 0l ] Ad2=[_0'9 0 }
| —0.8 —0.9 11 -12
1 0.3
Awl:_—O.z}’ A“’ZZ[O-I}»Q:[I 0],
C;=[05 —0.6], Ca=[-08 06].
Cor=[=02 1], Cp =03, C,=-06,
Li=[1 —05], Ly=[-02 03],
La=[01 0], Lo=[0 02], Ly =Ly=0,
0.1, S5<t<10 »
o(t) = { —0.1, 15<z<20’“1(9(l))281n (1),

0, otherwise. #2(6(1)) = cos*(1).

It needs to be pointed out that the H filter design
problem was discussed in Lin et al. (2008), Qiu et al.
(2009), Su et al. (2009) and Zhang et al. (2009) for this
example, and some computation results were given,
whose results are affected by a predefined scalar §.
However, no method was given in Lin et al. (2008), Qiu
et al. (2009), Su et al. (2009) and Zhang et al. (2009) on
how to achieve the best §.

To compare with the recently developed fuzzy H,
filter, we consider different t,, and d to find the
minimum index y. For several values of 7,, and d, the
computation results of y,,;, are listed in Tables 1 and 2.

Table 1. Minimum index y for 7,,=0, d=0.2.

Reference =05 1,=06 14=08 TH=1
Su et al. (2009) 0.24 0.24 0.25 0.26
Zhang et al. (2009) 0.24 0.24 0.25 0.26
Lin et al. (2008) 0.34 0.34 0.35 0.37
Theorem 8 0.21 0.21 0.22 0.24

Table 2. Minimum index y for 7,,=1.25.

Methods d=0.4 d=0.6 d=0.8
7, =0 Qiu et al. (2009) 0.32 0.49 0.84
Theorem 8 0.27 0.29 0.30
7,=0.8 Qiu et al. (2009) 0.32 0.40 0.40
Theorem 8 0.26 0.27 0.27
7,,=1.0  Qiu et al. (2009) 0.28 0.28 0.28
Theorem 8§ 0.25 0.25 0.25
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Figure 1. Estimated signals z(¢) and z/(1).

Remark 3: In Lin et al. (2008), Qiu et al. (2009), Su
et al. (2009) and Zhang et al. (2009) the authors list sets
of Ymin for various §. To illustrate our results are with
less conservativeness, we chose their best results.
According to Theorem 8, we can get the minimum
attenuation level y.,;,=0.21 for t,,=0.1, 7,,=0.5,
d=0.2, and a set of feasible solutions as follows:

_ 701326 —0.10137
| —0.1013  0.1287 |
Lo _[-04107 014127 o [-0.2405
17 04648 —0.7985 0 _[ 0.2261 }

Cp =[—0.5978 0.4464], Dj =0.1974,
L _[-03764 021501 . [-0.1953
27 02174 —0.7640 |© T | 0.1924 |

Cp=[03081 —0.4531], Dp=0.2329.

Furthermore, the H, filter parameter matrices are
computed from (47) as

4l B [ —5.6597 —3.3561 | —0.2405
[i—ﬂ}z —3.0873 —8.6327 | 0.2261

Cil D
AP 246568 —0.1956 | 0.1974
g | 39146 —1.4095 | 01953
[i—ﬂ}: ~7.2475 —11.6377 | 0.1924
Cpn| Dp

—0.9146 —4.2395 ‘0.2329

With this filter, for an initial condition x(0) = [7'],
x7(0) = [5], the time delay 7(r)=0.3 +0.2sin(z), the
simulation results are shown in Figures 1 and 2.

6. Conclusion

In this article, we have studied the problem of H filter
design for nonlinear systems with time-delay through

0.5

0.4}

0.3

0 5 10 15 20 25 30
Time (s)

Figure 2. Estimated signals error n(f) =z(#) — z(1).

the T-S Fuzzy model approach, where two cases of
time-varying delay have been studied. To analyse the
H,, performance of the filtering-error system, a piece-
wise analysis method is used by using the convexity of
the matrix function. Based on the new H., perfor-
mance analysis results, we have derived several criteria
for the filter design. An example with simulation
results has been carried out to demonstrate the
effectiveness of the proposed method.
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