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that violate specified triggering condition will be transmitted to the controller, and the
main attribute of our approach is that the proposed event-triggered scheme only needs a
supervision of the system state in discrete instants and there is no need to retrofit the
existing system. Considering the effect of the network transmission delay, event-triggered
scheme and probabilistic sensor or actuator fault with different failure rates, a new fault
model is proposed. Based on the newly built model, criteria for the exponential stability
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Networked control systems and criteria for co-designing both the feedback and the trigger parameters are derived

Probabilistic sensor and actuator faults by using Lyapunov functional. These criteria are obtained in the form of linear matrix
inequalities. A simulation example is employed to show the effectiveness of the proposed
method.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

Nowadays, networked control systems (NCSs) have recently received considerable research attention because of the rapid
development of network technologies and their successful industrial applications [29,30,36,11,1]. The insertion of the net-
work offers advantages including simplicity, scalability and cost-effectiveness. However, implementing a control network
over a communication network induces packet dropout, multiple channel transmission and so on. The problem of stability
analysis and control design for NCSs have been investigated and lots of outstanding results have been obtained [32,3,25,17].
However, only a few of them consider sensor failures, actuator failures and data distortion, which may inevitably degrade the
performance and could be a source of instability [20,6,8,2,21]. Therefore, it is necessary and important to design a reliable
controller which can tolerate actuator or sensor failures, data distortion and network-induced delay.

On the other hand, much attention has been paid to the issue that how to use the limited network bandwidth available for
transmitting state information more effectively. Researchers have proposed different methods to deal with the problem. For
example, in [5], a periodic triggered method for system modeling and analysis is used due to the easy implementation and
analysis. In this triggered method, in order to guarantee a desired performance, a fixed sampling interval should be selected
under worst conditions such as external disturbances and time delay. However, the worst cases are seldom occur in practical
systems, which will result in transmitting many unnecessary sampling signals and cause high utilization of the communi-
cation bandwidth. Under a event triggered scheme which needed continuous supervision of the system state, the authors in
[19] derived the methods for design and implementation of controllers. But if we implement such a kind of event triggered
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method, the existing system should be retrofitted. In [23], a self-triggered method was proposed, which can save energy for
the sensor and be less complexity in implementation compared with the event-triggered scheme in [19]. Because the release
period is often smaller than the event-triggered scheme in [19], more constraints are needed for design or implementation of
controllers under self-triggered scheme. In [9], the authors firstly proposed a event-triggered method which only needs
supervision of the system state in discrete instants, and in [10], the authors proposed a novel event-triggering scheme to
discussed the problem of event-based H_, filtering for networked systems with communication delay. However, they did
not consider the case of sensor failures.

Considerable efforts have been invested toward the problem of stability analysis and control design for time delay sys-
tems and NCSs, see [21,9,19,13,12,4,16]. In [21], the reliable control design is considered for networked control systems
(NCSs) against probabilistic actuator fault with different failure rates, measurements distortion,random network-induced
delay and packet dropout, but they did not consider the insertion of the event-trigger scheme which used to reduce the com-
munication load. In [9], the authors firstly proposed a event-triggered method, but they did not take sensor fault into con-
sideration. Motivated by the literatures above, we focus on the reliable control for event-triggered networked control
systems with probabilistic sensor and actuator faults in this paper. To reduce the computation load or to reduce the ex-
change of information between the control agents (sensors, controller, actuator), we firstly proposed a event-triggering sam-
pling mechanism, which takes the probabilistic sensor and actuator faults in consideration. Under the proposed scheme, the
sensor measurement is transmitted only when the expectation of a certain function of the current sensor value and the
expectation of the previously transmitted one exceeds a threshold value. Unlike the cases in [19,9,10], considering the sensor
faults, the key attribute of our approach is that the proposed event-triggered scheme only needs a supervision of the system
state in discrete instants and there is no need to retrofit the existing system. The implementation of our event-triggering
sampling scheme only monitors the system state in discrete instants.

This paper is organized as follows. In Section 2, under the proposed event-triggered scheme, a new fault model is pro-
posed, which includes both sensor and actuator faults, network-induced delay, data distortion and so on. Based on the mod-
el, new criteria for the exponentially mean square stability and criteria for co-designing both the feedback and the trigger
parameters are obtained in the form of linear matrix inequality in Section 3. In Section 4, a simulation example is given
to illustrate the effectiveness of the proposed design procedures. The paper is concluded in Section 5.

Notation: R" and R™™ denote the n-dimensional Eculidean space, and the set of n x m real matrices; the superscript “T”
stands for matrix transposition; I is the identity matrix of appropriate dimension; ||-|| stands for the Euclidean vector norm or
the induced matrix 2-norm as appropriate; the notation X > 0 (respectively, X > 0), for X € R™" means that the matrix X is
real symmetric positive definite (respectively,positive semi-definite). When x is a stochastic variable, E{x} stands for the
A x

expectation of x. For a matrix B and two symmetric matrices A and C, { B C

] denotes a symmetric matrix, where * denotes

the entries implied by symmetry.

2. System description

In this paper, we consider the following system:
x(t) = Ax(t) + Bu(t) (1)

where x(t) € R" and u(t) € R™ denote the state vector and control vector, respectively; A, and B are parameter matrices with
appropriate dimensions.

Throughout this paper, we assume the system (1) is controlled though an unreliable network which has probabilistic sen-
sor and actuator faults.

As is well known, periodic sampling mechanism has been widely used in practical systems, however, it may often lead to
transmitting many unnecessary signals through the network, which in turn will increase the load of network transmission
and wastes the network bandwidth. Therefore, for the control of networked control systems shown in Fig. 1, in order to save
network resources such as network bandwidth, it is significant to introduce an event triggered mechanism which decides
whether the newly sampled state should be send out to the controller. As is shown in Fig. 1, an event generator is constructed
between the sensor and the controller which decides when to transmit the state to the controller via a network medium by a
specified trigger condition, the state are sampled regularly by the sampler of the smart sensor with period h and feeds into
the Event Generator, which will be given in sequel. The following function of network architecture in Fig. 1 is expected:

1. The state are sampled at time kh by sampler with a given period h. The next state is at time (k + 1)h.

2. As shown in Fig. 1, the event generator is constructed between the sensor and the controller which uses the sampled state
to determine whether the newly sampled state will be sent out to the controller. Considering the unreliable network
which has probabilistic sensor faults, we adopt the following judgement algorithm:

[E{Ex((k +j)h)} — E{Zx(kh)}]" QIE{EX((k + j)h)} — E{Ex(kh)}] < p[E{Ex((k +))h)}] QE[{Zx((k + j)h)}] (2)

where Q is a symmetric positive definite matrix, j=1,2,...,p €[0,1) and = =diag{Z,, =5, ..., Z,} with E(i=1,2,...,n)
being n unrelated random variables taking values on the interval [0,0], 0 > 1.
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Fig. 1. The structure of an event-triggered networked control system.

3. Under the event triggered scheme (2), the release times are assumed to be tgh, t1h, t3h, ..., where t, is the initial time.
sih = ti.1h — t;h denotes the release period of event generator in (2). Considering the effect of the transmission delay on
the network system, we suppose the time-varying delay in the network communication is 7, and 7, € [0,7), where
T is a positive real number. Therefore, the states x(toh), x(t1h), x(tz2h), ... will arrive at the controller side at the instants
toh + 1o, t1h + T4, toh + 15, . . ., Tespectively.

Remark 1. Notice that the sensor measurement is transmitted only when the expectation of a certain function of the current
sensor value and the expectation of the previously transmitted one exceeds the threshold in (2), that is, only some of the
sampled sensor measurements that violate (2) can be sent out to the controller.

Remark 2. It is worth noting that the set of the release instants, i.e. {to, t1, to, ...} is a subset of {0, 1, 2, ...} in event-triggering
(2). The amount of {to, t1, t, ...} depends on not only the value of p, but also the variation of the state. When p =0, {to, t1, -
t,...}={0,1,2,...}, the event-triggered scheme reduces to periodic time-triggered scheme.

Remark 3. The similar event-triggering scheme was firstly proposed in [34,35], however, [34,35] only considered the con-
troller design problem and did not discuss the case when the sensor and actuator have faults. we update the event-triggering
scheme and investigate the above problem in this paper.

If we consider the case of sensor and actuator both in good condition and the effect of the transmission delay, under the
event generator with (2), the controller of the system model (1) can be described as

u(t) = Kx(tgh), t € [teh + Te, ticrh + Trea) 3)
Considering the unreliable channel from controller to actuator (3) can be rewritten as
Uq (t) =5 KX(tkh), te [tkh + T, teerh + Tk+1) (4)
where = = diag{Z11, Z12, ..., E1m} With Z1(i=1, 2, ..., m) being m unrelated random variables taking values on the interval
[0,64], where 6; > 1. The mathematical expectation and variance of Z,(i=1,2,...,m) are f; and §?, respectively.
Based on (4), if we consider the unreliable channel from sensor to controller, (4) can be described as
U2(t) = E]I{sz(tkh), te [tkh + Ty, tk+1h + Tk+1) (5)
where =, = diag{Z>1, 522, ..., Ean}, SE2i(i=1, 2, ..., n) are n unrelated random variables taking values on the interval [0, 0,],
where 0, > 1. Also, Z»(i=1,2,...,n) are unrelated with Z¢,(i=1, 2, ..., m). The mathematical expectation and variance of
Hy(i=1,2,...,n)are o; and y?, respectively.

Remark 4. It should be pointed out that ;=1 does not mean the ith sensor is always in good condition, it represent the
expectation of Z5; is 1. when Z; =1 and 5, =1, (5) degenerates into the general controller [18,26-28].
Remark 5. When sensors or actuators have faults, the output signal may be larger or smaller than what it should be. Con-
sidering this case, we assume the variables Z; and =5; take values in the interval [0,60,] and [0, 6-], where 6; > 1(i=1, 2). If
Z4; and F»; taking values in {0,1}, it means the sensor and actuator have completely failure or not. If 0 < Z4;< 1,0 < &< 1
and =q;> 1, 55> 1, it means the case of data distortion happen.

Under the control (5), for t € [tyh + Ty, ts1h + Trs1), (1) can be rewritten as:

X(t) = AX(t) + BE1KZ,x(txh) = AX(t) + BE{KEX(th) + Vx(txh) (6)
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V =BEK(Z; — 53) + B(&1 — £1)KE; + B(E — E1)K(5; - &) (7)
m n .

E1 = diag{ﬂlvﬁZv ce >[gm} = Zﬁzl‘lh EZ = dl.ag{OChO(L LR OCTI} = Z(XILJZ
i=1 i=1

E{(51 - E1)°} = diag{s7,...,}, E{(52 - 5)"} = diag{y},.... 70}
L\ = diag{0,...,0,1,0,...,0}, L, = diag{0,...,0,1,0,...,0}
i— m—i i n—j
For technical convenience, consider the following two cases:
Case 1: If tth+h+ 7T > ty,1h + Tk, 1, Where T = max 1y, define a function (t) as

T(t) =t — teh, t € [teh + Tk, tep b + Tia) (8)
Clearly
b < T(t) < (tksr —ti)h + Tysn <h 47T 9)

Case 2: If tth+h + T < ty,.1h + 741, consider the following two intervals:
[teh + T, tth+h+7), [tth +ih + T, tgh +ih + h +7)

Since 7, < 7, it can be easily shown that there exists dy such that
tih+dyh +7 <ty ih+ 1 <tth+dyh+h+7

Moreover, x(tgh) and tyh +ih withi=1, 2, ..., dy satisfy (2). Let

Iy = [tkh + Tk, tch+h+ ’f)
I =[tsh+ih+T,txh +ih+ h +7) (10)
I, = [teh +dyh + T, i h + Tieq)

wherei=1,2,...,dy — 1. One can see that
i=dy
[th + T, ticah + Teen) = | J i (11)
i=0
Define
t — teh, tely
T(t) = ¢ t —tyh —ih, tel;,i=1,2,....dy—1 (12)

t— tkh —th, tEIdM

Then, we have

te <T(t) <h+7, telp
<T<Tt)<h+7, tel,i=1,2,....dy—1 (13)
b <TLT(t)<h+7, telg,

where the third row in (10) holds because ty,1h + Tx,1 < tyh + (dy + 1)h + 7. Obviously,
0< T <T(t) Sh+ T2 T, t € [tkh + Tk, b h + i) (14)

In Case 1, for t € [tgh + Ty, tge1h + Ty+1), define ei(t) = 0. In Case 2, define

0, tely
Ezek(t) = sz(tkh) —sz(fkh-‘rl.h), tel, i= ]72,...,dM -1 (15)
§2X(tkh) — EzX(tkh + dl\/lh), te IdM

From the definition of Z,e(t) and the triggering algorithm (2), it can be easily seen that for t € [tph + Ty, tierh + Tyer)

el (NETQE, e, (t) < px' (t — T(£))ELQEX(t — T(t)), (16)

Remark 6. From (15), we can deduce that
0, tely
ex(t) = < x(tgh) — x(tch + ih), tel;, i=1,2,...,dy—1 (17)
X(fkh) - X(tkh + d]vlh), te IdM
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Utilizing 7(t) and e(t), (6) can be rewritten as

x(t) = Ax(t) + BE{KE[x(t — T(t)) + ex(t)] + Vx(t — T(t)) + ex(t)] (18)
where t € [tgh + Ty, tgerh + Tgsq). For the system (14), we supplement the initial condition of the state x(t) on [—1y,0] as
X(t) = ¢(t),t € [-Tu, 0] (19)
where ¢(t) is a continuous function on [—1y,,0].
Remark 7. The model (18) can describe a large number of well-known dynamical systems with time-delays, such as
unmanned aerial vehicles, vehicular control networks, power systems and teleoperation systems. The proposed event-

triggered scheme (2), which can reduce the communication load, can deal with the case when the sensor and actuator have
probability failures.

Remark 8. If 7, = 0, it means no transmission delay exists or transmission delay can be ignored, the maximum sampling per-
iod is Ty. Note that Ty = h + T, If 7, > 0, the selecting sampling period h < Ty, T = Ty — h is the allowable maximum transmis-
sion delay.

Remark 9. When formulating the system (18) and (19), the signal transmission delay and event triggering condition (2) are
taken into consideration. If the event-triggering scheme is not considered, that is Z,e,(t) = 0, then the system (18) and (19)
reduces to the case in [21], where the reliable controller design for networked control system against both probabilistic sen-
sor and actuator faults are studied.

In the following, we need to introduce the notion of the infinitesimal operator £(-), stochastic stability in the mean-square
sense and two lemmas, which will help us in deriving the main results.

Definition 1 [15]. For a given function V : C?U([—TM7O}7 R") x S, its infinitesimal operator £ is defined as

L(Vn(t)) = lim %[E(V(ﬂf +4)ne) = V(n) (20)

Definition 2 [14]. System (18) and (19) is said to be exponentially mean square stability (EMSS) if there exist constants
o« >0 and g >0 such that fort > 0

E(|x(6)]*) < o ™E{ sup [|g(s)]*} (21)

—Ty<s<0

Lemma 1 [24]. For any vectors x, y € R", and positive definite matrix Q € R™", the following inequality holds:
2Ty <X'Qx+y'Qly (22)

Lemma 2 [22]. &, &, and Q are matrices with appropriate dimensions, t(t) is a function of t and 0 < 7(t) < Ty, then

()& + (tm —T(t)E2+Q2 <0 (23)
if and only if

TmE1+Q2<0 (24)

TmE, +Q2<0 (25)

3. Main results

In this section, we will give the EMSS criteria for system (18), (19) with the reliable controller (5) under the event trigger

(2).

Theorem 1. For given parameters ty, o(i=1,...,n), pi(j=1,...,m),yi(i=1,...,n),6;(G=1,...,m), p € [0,1) and feedback gain
K, the system described by (18) is EMSS, if there exists matrices P> 0, Q> 0, R > 0, 2 > 0, N and M with appropriate dimensions such
that for s=1,2
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211+F+FT 2'?12 \/TmAT 21 25

* —R 0 0 0
Z(s) 2 * « —RT 0 0]<0 s=1,2.
* * * 24 O
* * * 0 2
where
(PA+ AP+ Q * * * |
n . .
EK'EBP > pa(lh)'eL, o« %
2= =
0 0 -Q *
n
E,K"Z,B'P 0 0 =Y ey eL
i=1 |

1, =vIuN, 21, = ViuM
I'=[N -N+M -M 0]
A=[A BEKE, 0 BEKE,]
Wi = 2Tu (ﬁ??;z + 0 0 + 5?7’]2)

Su=[A A - Ay
Ai= Ay AL - ARl i=1m
Aj= /W3[0 BLKE, 0 0]
is5=[T1 Yy - Ty

ri=[r, r, - rl], i=1--m
Ty=\/W;[0 0 0 BLKL,]

Zu = diag{—R"",—R",.-. —R"}

Y55 = diag{—R"',—R"',.--,—R"}

Proof. Choose the following Lyapunov functional candidate as

V(x) = XT(t)Px(t) + /t xT(s)Qx(s)ds + /[ /[XT(U)RX(Z))dZ/dS

Jt-1y s

in which P, Q and R are symmetric positive definite matrices.

Using the infinitesimal operator (20) for V(x,) and taking expectation on it, we obtain

E{LV(x,)} = 2T (t)P|AX(t) + BE;KEx(t — 1(t)) + BE,KZ, ey ()] + X (£)Qx(£) — X' (£ — Ty ) QX(t — Tyy)

+ [E{’L'MXT(t)Rx(t)} — /t XT(S)RX(S)dS +I'1+1,

where I'; and I'; are introduced by employing free weight matrix method [31,7]

Iy = 2" (N[x(t) — x(t — T(t)) — /r x(s)ds] =0
Jt-1(t)
t—1(t)
Ty = 20T (OMx(t — T(t)) — X(t — Tm) — / x(s)ds] =0
where N and M are matrices with appropriate dimensions, and
()= [x1(t) ¥(t—1(t) X'(t—1m) €(b)]

By Lemma 1, we have
t t
—2{N(HN / x(s)ds < T(t)T(NRT'NT¢(t) + / X" (s)Rx(s)ds
t-1(t) t—1(t)

20" (M H(t)ic(s)alsg (tn — T (OMR'MTL(8) + / X" (s)Rx(s)ds

t—Ty Jt-ty

(26)

(27)

(28)

(29)

(30)

(31)

(32)
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Notice that
E[tmx" ()RX(t)] = E{Ti[AX(t) + BE1KE, (X(t — T(t)) + ek (t)) + V(x(t — T(t)) + ex(t))]"RIAX(t)
+BE{KEy(x(t —T(t)) +ex(t)) + V(x(t — T(t)) +ex(£))]} = TmlAx(t) + BE1KZx(t — (1))
+ BE1KZ, e, (t)]"RIAX(t) + BE KEx(t — T(t)) + BE1KE, e (t)] + E{Tyx" (t — T(£))V'RVX(t — T(t))}
+ E{2Tmx" (t — T(t))V RVey(t)} + E{Tmel (t)V RVex(t)}
in which there is a term of 2tyx"(t — t(t))V"RVe,(t), by using Lemma 2, we have
2Tux! (t — T(£))VTRVe(t) < TuX' (t — T(£))VTRVX(t — T(t)) + Tmep (H)V RVey () (34)
Then, we can obtain that
E[tpXT (£)RX(t)] < Tw[Ax(t) + BE1KEx(t — T(t)) + BE1KE, e, ()] "RIAX(t) + BE1KE,x(t — 1(t)) 4+ BE1KE, e, (1))
+ E{2Tyux" (t — T(t))VTRVX(t — T(t))} + E{2Tmel (£)V RV, (t)} (35)

Recalling (7), we obtain

E{2Tyx" (t — T(E))VTRVX(t — T(£))} =2TnE{XT (t — T(1))[BE1K(Z5 — B5) + B(Z1 — &1)KE,
+B(E, — E1)K(Z; — B2)|"RIBE K (5, — B2) + B(E; — E1)KE,
+B(E1 — E1)K(Z2 — Ey)Jx(t — 1(1))}
= 2Tyx' (t — 7(1))[(BE1K (5, — 52))'R(BE1K (5, — E3))
+ (B(Z) — B1)KE,)R(B(Z; — B1)KE,)
+ (B(E1 — E1)K(52 — B2))'R(B(E1 — E1)K(E2 — E))X(t — (1)) (36)
Notice that
m n
E{2Tu(BEK(Z; — B2)) R(BEK(Z; — B3))} = ZerMﬁ%yf(BL;KLJZ)TR(BL;KUZ) (37)
i=1 j=1
E{2u(B(Z; — E1)KE,)"R(B(Z; — By )k Zsza (BL’ KL ) R(BL"]KLJ'Z) (38)
i=1 j=1
E{2Tu(B(E1 — B1)K(52 — B2))'R(B(E; — EDK(E; — By))} = ZerMazy} (BL’ KLJ) R(BL"]KUZ) (39)
i=1 j=1
Combining (36)-(39), we have
E{2Tux" (t — T(t))V'RVX(t — T(t))} = ZZWU (t—(t (BL' 1<Lf) R(BL;KU'Z)x(t —7(t)) (40)
i=1 j=1
where w; = 2Ty ([3,-2“/1 + 570 + 573 )
Using the same method as (40), we have
E{2Tyel (t)V RVe,(t)} = ZZWUek (BL' KLJ) R(BLQI(LJ’Z)ek(t) (41)

i=1 j=1
Substituting (29)-(33) and (40) and (41) into (28) and combining (16), we can obtain that
E{LV(x:)} < 2xXT(t)P]AX(t) + BE1KE,x(t — T(t)) + BE1KEep(£)] + X7 (£)Qx(t) — X7 (t — Tpm)QX(t — Twr) + Tm[AX(L)
+BEIKEX(t — (1)) + BE1KZ, e, (t)] RIAX(t) + BE1KEox(t — T(t)) + BE1KEze(6)] + Y Y wy' (¢

i=1 j=1

—7(t) (BL'; 1<Lf'2)TR(BL' KU ) ) + ZZerk (BL’ KL ) R(BL';KLQ)ek(t) + 207 ()N (t)
i=1 j=1

—x(t = T(t)] + 20 (OMIX(t — T(£)) — x(t — Tm)] + T (ONRTINTL(E) + (T

—2(e) (MR MT¢(t +pZa X (t—1 (L') QLix( Zoc el (6) (L) QL ey (t)

= ()T + T(ONR'N' + (ty — T(t))MR "M )((t) (42)
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where

D=7y +T+TI"+1yARA

with
[PA+ATP+Q x . . |
o n AT
SKEBP 0+ pa(ly) oy .
T = =1
0 0 -Q *
E,K"Z,B"P 0 0 ©-> wly'aL
i=1 i

m_ n S NT L
0=>>w (BL’]KL12> R(BL']KLJZ),F —[N -N+M -M 0]
i1 j=1
Recalling (26) and using Lemma 2, we can conclude from (26) that there exists a constant /4 such that

E{LV(x:)} < —2E{||x(t)[*} (43)
where 1 = min{imi,Z(i)}(i =1, 2). Define a new function as

W(x:) = eV (x;) (44)
Its infinitesimal operator £ is given by

LW (x;) = €e“V(x,) + e LV (x,) (45)

From (45), we can obtain that

EW(x;) — EW(xo) = /Otee“[E{V(xs)}ds + /Ote“[E{LV(xs)}ds (46)

Then using the similar method of [33], we can observe that there exists a positive number « such that for t > 0

E{V(x)} <o sup e “E{[y(s)[*} (47)

—TM<S<
Since V(x,) = Amin(P)X"(£)x(t), it can be shown from (47) that for t > 0
E{x"(t)x(t)} < ae™" sup E{[ly(s)*} (48)

—Ty<s<0

where o = = Recalling Definition 2, the proof can be completed. O
Based on Theorem 1, we are in a position to design the reliable controller (5) under the event trigger (2). Select a constant
o to minimize > 1, (o; — o), the reliable controller (5) can be designed.

Theorem 2. For given parameters ty, ou(i=1,...,n), i (j=1,...,m), y;i(i=1,...,n), % (j=1,...,m), ¢>0and p €[0,1), the
system described by (18) with controller gain K = YX~! is EMSS, if there exists matrices X >0, Q >0, R>0, N, M and Y with
appropriate dimensions such that for s=1,2

[(S+T+TT 23, yimAT 0 255 0 0 X5 2o
% -R 0 0 0 0 O 0 ©
% + —26X+€R 0 X33 0 0 0 0
% % % S 0 Zi% 0 0 O
* * * « 255 0 X5 O 0 | <0 (49)
% * * * x 2e O 0 0
* * * * * ¥ 277 0 0
* * * * * % * Egg 0
L * * * * * * * * 2‘99_

where
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AX+XA"+Q oBEY 0O oBEY

- * pQ 0 0
2= ~
* * -Q 0
E3 * * 7?2
E}Z = \/T]\/]N, E%Z = \/TM}V[
F=[N N+ - o
AT=[AX «BE,Y 0 oBEY]
[BE,Y BE.Y 0 0
~ 0 0 gy —od 0
Z‘15 =
0 0 0 0
|0 0 0 E-a
ro --- 0 0 0
_ Lo ~ 0 0
N 2 3o —
18 0 0 ) 19 0 O
L0 -~ 0 L L
Ti5=[ymBEY 0 0 0]
T4 = diag{—2eX + &R, -, —2eX + &R}, Zs5 = diag{—X, X, -X, -X}
2mn
Sw=[A Ay - Ay]
~ =7 T
Aj = [le(j—l)m Cji O(n—j)mxl]
257: [?1 ’?2 T‘n}
~ ~ T
Tj = {le(j—l)m Cg O(H—j)mxl]
Ch= Wi [YLIBT o YTIPT]
Yo = II77 = g = g9 = diag{—X,...,—-X}
——

mn

Proof. Separating =, with =, — of and «f and defining X = P!, from (26), we can obtain that

PBEK 0
0451 = = T= pTl T= pT PBZ:K
21(s) + _ [0 E5—al Onomneay] + | Z2—0l |[K'E\B'"P 014 TuK Z1B" Opuomn | +
VIuBE K 0mns)x1
0 0(2mn+4)x1
2mnx1
- PBE,K PBE,K 1"
3x1
— = — 04x1 04><1
[013 EZ2—od Orxamniz |+ | Z2—od {KTEHBTP le(2mn+5)} < _ X _
0 \/TmB.:]K \/'C[\/IB.‘_111<
LY(2mn+2)x1
OZmnxl 02mn><]
0 o7 PBE K PBEK | Ot Ot
+ | By—od |X7'| Ey—al +[ ! }X{ ! + | Ba—od |X7'| Ey—al
02mn 5)x1 OZmn 5)x1
Omna)x1 Omniayx1 | emns) emn3) O@mni2)x1 Omn+2)x1
(50)

where X(s) is obtained from X(s)(s=1, 2) by replacing PBEZKZ,,5,K"E:B'P, /TuBE:KEZ:, /Tm=:K'E:B" by
oPBE K, aK"E,B"P, o.,/TwBE K, a\/TK"E1 BT, respectively.
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. O3}<1
] [01x3 L 01x(2mn+2)] + l L,
Ogn—jymx1 O@mni2)x1
n 0(6+U—1)m)><1 ) O
+ { [ Cif ] [O L]2 O]x(4+2mn)] + |: L]2
j=1 Oimn+(n—jym)x1 Oar2mmx1
n 0(6+mn+(j—1)m)><1 0(6+mn+(j—1)m)x1
<)+ { Cy }Xl Ci
j=1 Onjymx1
n O(6+(i—l)m)><1
+ Z [ Cij
=

0(mn+(n—j)m)xl

BLIK
Cij = /Wi

n 0(6+mn+(i—1)rn)><1
Gij
j=1

T
0(mn+(n—j)m)x1 0(

06— 1ym)x1
Cij

O(n—j)mxl

0
L

4+2mn)x1

0 IIs O 0 I I
-R 0 0 0 0 0 0 0
* *« —PRT'P 0 Iis 0O O O O
* * * Iy 0 Il O 0 0
* * * * H55 0 H57 0 0 < O»
* * * * x IIgg O 0 0
* * * * * x II;7 0 0
* * * * * * x* Ilgg O
* * * * * * * * Iy |
where
[PA+ATP+Q oPBE K 0 oPBEK
n AT .
* p> a2 (L;) o, 0 0
Il = =
* * -Q 0
n NT .
* * o o (L) el
i=1
A=[PA o,TyPBE:K 0 o0./TuPBEK |
[PBEKX PBZKX 0 0
s — 0 0 By —oal 0
0 0 0 0
0 0 0

I35 =[\/TyBE;KX 0 0 O]

e = 77 = Ilgg = g9 = diag —X, -, —X}
0 0 0 0
L L 0 0
Hg= |2 2 g =
18 0 ol 19 0
0 0

Ez—(xl

M4 = diag {—PR"'P,...,—PR™'P}, IIs5 = diag{—X,—X, —X,—-X}
2mn

X—]

s=1,2

033<1
L

0

T
L ]
O(4+2mn)><]
where X5(s) is obtained from X'{(s)(s = 1, 2) by deleting BL’;KLJ2 and its transposes from the last mn columns and rows, and
BLTK

Combining (26), (50), and (51) and applying Schur complement, we can obtain
[y + T+ 2, VimAT
*
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:|[01x(6+mn+(jl)m) CiTj le(nj>m]}

][le(6+01)m) 65 01x(2mnjm)}}
f
+
0

2mn+2

. 033<l T
x| L
)x1 O@mni2)x1

(51)

(52)
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~ ; T
Y= [le(j—l)m XC; O(n—j)mxl]

Due to (R — ¢ '"P)R"'(R— ¢ 'P) > 0, we have

—PR'P < —2¢P + &R (53)
Substituting —PR™!P with —2&P + ¢2R into (52), we obtain

[y +T+T17 P2 \/m;ﬂ 0 Is 0 0 Ihs Ihe
* —R 0 0 0 0 0 0 0
* x« —26P+&R 0 II;s O 0 0 0
. % % Hy O Mg O 0O O
* * * x IlIss 0 IIs; O 0 | <0, s=1,2 (54)
* * * * x  Ilgg O 0 0
* * * * * * 1177 0 0
% % % * * * x  Ilgg O

| % % * * * * * x  Ilgg |

where
44 = diag{—2¢eP + &R, ---,—2¢P + 2R}
2mn

Denoting Q = X[, 02(L)"QL5]X, Q = XQX, R = XRX, N = XNX,M = XMX and Y =KX, then pre- and post-multiplying
(54) with
diag{X,....X,L1,...,I}
N —
2mn+6

Eq. (49) can be obtained. O

0.4
0.3 i
0.2f 1

0.1} k

OW

State Response

0 50 100 150 200 250 300
Time (s)

Fig. 2. The state responses under feedback gain (56) for Case 1.



156 J. Liu, D. Yue/Information Sciences 240 (2013) 145-160

15 . ; ; . :
>
k)
(&)
T 1
()]
c
=
[
T
L oosf ]
£
'_
0 L L L L L
0 50 100 150 200 250 300

Time (s)

Fig. 3. The random delay z(t) in Case 1.

Remark 10. From Theorem 2, we can obtain the admissible upper bounds t,; of the time delay, the corresponding trigger
matrix €2, and the controller gain K through solving the following procedure by using LMI SOLVER FEASP in MATLAB LMI tool
box:

1. If LMIs (49) for s = 1, 2 are feasible for matrix variables X, Q, R, N, M, Y, @, we can get the corresponding trigger matrix
© and the controller gain K = YX!

2. By choosing different ¢, make sure that LMIs (49) for s = 1, 2 are feasible, we can derive the upper bound 1, of the time
delay.

4. Simulation examples
In this section, an example is presented to illustrate the validity of proposed event-triggering communication scheme.
Example 1. Consider the system (1) is described as:

0= 01 o1 X0+ [o05]u® (55)

-0.1 0.01 0.02
In the following, we will discuss the reliable controller design for system (55) under the following four cases
Case 1: Firstly, the system (55) is time-triggered, setting p=0 in (2), and Z£;=038, 5=
diag{0.7,0.9}, 6, =0.2, y; =y, =0.1, = 1.6, and ¢=1, based on Matlab/LMIs toolbox and applying Theorem 2, we can
get the upper bound value 7, = 1.9950. When 1), = 1.5, the controller feedback gain K is

K=1[1.5999 -2.5873] (56)

0.4

0.3}
02F 4
0.1} BN

|

_0.2 s

State Response
/J

50 100 150 200 250 300
Time (s)

Fig. 4. The state responses under feedback gain (58) for Case 2.
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Fig. 6. The state responses under feedback gain (60) for Case 3.
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Fig. 7. The probabilistic actuator faults in Case 3.
When the initial condition is chosen as x(0) = [-0.3 0.3]", the state responses and time-varying delays are shown in

Figs. 2 and 3, respectively.
Case 2: When the system (55) without actuators fault, by setting Z;=1,6;=0, ty=15, 5, =

diag{0.7,0.9}, y; =7y, =0.1, « = 1.6, ¢ =1, and the corresponding trigger parameter p = 0.03, based on the Theorem 2,
the corresponding trigger matrix (2 is obtained by
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Fig. 8. The state responses under feedback gain (62) for Case 4.
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Fig. 9. The release instants and release interval with feedback gain (62) in Case 4.

23.0724 —-1.5899

~ [-1.5899 223669 G7)

and the controller feedback gain K is
K=1[13455 -2.2679] (58)
When the initial condition is chosen as x(0) = [—0.3 0.3]", the state responses and probabilistic sensor faults are shown

in Figs. 4 and 5, respectively.

Case 3: When the system (55) without sensors fault, by setting Z;=0.9, 6; =01, ty=15, 5, =

diag{1,1}, y; =7, =0, « =2, ¢=1, and the corresponding trigger parameter p =0.03, based on the Theorem 2, the

corresponding trigger matrix €2 is obtained by
~ [596.7646 —41.4499

T | -41.4499 578.0689 (59)

and the controller feedback gain K is

K=[12804 -2.0322] (60)
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When the initial condition is chosen as x(0) = [—0.3 0.3], the state responses and probabilistic actuator faults are
shown in Figs. 6 and 7, respectively.

Case 4: When the system (55) with actuators and sensors fault, setting p=0.03 in (2), and
E1=0.7, &, = diag{0.8,0.7}, 6; =0.2, y; =y, =0.1, a = 1.5, and ¢ =1, by using Theorem 2, we can get the upper bound
value 7y, =1.9950. When 1y = 1.5, the corresponding trigger matrix €2 is obtained by

21.2240 -1.3545

~ [ -1.3545 20.0559 (61)

and the controller feedback gain K is
K=1[19813 -3.3253] (62)
When the initial condition is chosen as x(0) = [—0.3 0.3]", the state responses are shown in Fig. 8, and the Fig. 9

describes the release instants and release interval. From Fig. 9, it is easy to see that the max release interval is 9.4616 s.

5. Conclusion

In this paper, in order to reduce the computation load, we propose a event-triggering sampling strategy when we take
probabilistic sensor and actuator fault into consideration. Under the event-triggering scheme, the sampled sensor measure-
ments information will be transmitted to the controller only when it violates specified triggering condition. Secondly, based
on the proposed scheme, in terms of different failure rates and the measurements distortion of every sensor and actuator, a
new probabilistic sensor and actuator fault model for event-triggered networked control systems is proposed. By using
Lyapunov functional, criteria for the exponential stability and criteria for co-designing both the feedback and the trigger
parameters are derived in the form of linear matrix inequalities. A simulation example is given to illustrate the effectiveness
of the proposed method. Future research work will include the following: (1) extension of the proposed method to nonlinear
networked control systems, T-S fuzzy systems, and complex networks. (2) Apply our proposed event-triggered scheme in
fault estimation, sliding mode control, distributed state estimation, fault detection filters and reliable filtering design.
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