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This paper is concerned with adaptive event-triggered H,, filter design for a class of T-S fuzzy systems
with time delay. Firstly, an adaptive event-triggered scheme is introduced, which can adaptively adjust
the communication threshold to save the limited communication resource. Secondly, a T-S fuzzy model is
applied to approximate the nonlinear dynamics of the plant. By using Lyapunov function, sufficient
conditions for the existence of the desired filter are established in terms of linear matrix inequalities such
that the filtering error dynamics is locally mean square asymptotically stable. Then, the explicit
expression is provided for the designed filter parameters. Finally, a simulation example is employed to
illustrate the design method.
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1. Introduction

Many industrial systems exhibit severe nonlinear character-
istics, which usually make the stability analysis and design more
difficult [1-3]. On modeling nonlinear behavior, Takagi-Sugeno (T-
S ) fuzzy models are qualified to represent a class of nonlinear
dynamic systems. Much attention has been attracted by T-S fuzzy
system, which can be analyzed by many methods of conventional
linear systems and described by a family of IF-THEN rules to
approximate any continuous functions [4-7]. As is well known,
many efforts have been paid to T-S fuzzy system [8-17]. In [15], the
paper is concerned with the problem of robust H,, control for
uncertain T-S fuzzy systems with interval time-varying delay, of
which the delay is assumed to be a time-varying function
belonging to an interval. In [16], the author investigates the pro-
blems of state estimation for nonlinear positive systems based on
T-S fuzzy model. The authors in [17] are concerned with event-
triggered fuzzy control design for a class of discrete-time nonlinear
networked control systems (NCSs) with time-varying commu-
nication delays. Specially, the filtering problem have been widely
investigated over the past years [18-22]. In [19], reliable H, filter
design for a class of T-S fuzzy systems with stochastic sensor faults
under an event-triggered scheme has been investigated. In [20],
the robust and reliable H,, filter design for a class of nonlinear
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NCSs with random sensor faults via T-S fuzzy model have been
investigated. In [22], the authors investigate a combined event-
triggered communication scheme and H,, fuzzy filter co-design
method for a class of nonlinear networked control system.
Compared with the periodic sampling method, the event-
triggered scheme could not only reduce the burden of the com-
munication but also preserve the desired properties of the ideal
continuous state feedback system, such as stability and con-
vergence. The outstanding application on event-triggered scheme
could be found in many literatures [24,23,25-27,29]. For example,
in [23], the paper is concerned with the control design problem of
event-triggered networked systems with both state and control
input quantizations. In [25], authors investigate the reliable con-
trol design for networked control system under event-triggered
scheme. The author in [26] investigated the event-triggered H,
controller design problem for nonlinear networked control sys-
tems (NCSs) with time delay and uncertainties. In [27], the pro-
blem of event-triggered fuzzy filtering is investigated for a class of
NCSs. The authors in [29] proposed a novel event-triggered
scheme and constructed a delay system model for the analysis,
then they derived the criteria for stability with an H,, norm bound
and criteria for co-designing both the feedback gain and the trig-
ger parameters. As we all know, the network-induced delays,
packet dropouts and disorder are mainly caused by the limited
network bandwidth. As communication bandwidth is scarce in a
shared communication channel, one obvious problem when con-
sidering NCSs is whether there is sufficient communication
bandwidth to feedback information to the controller and then
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send the control commands to the actuators and the plants
[30,31]. However, the above proposed event-triggered scheme are
based on the inequality el(t)®ey(t) > 6xT(ty, 1)Px(ty, 1), where @
is a symmetric positive definite matrix, é is a positive constant.
Since the trigger parameter is a constant, it cannot adjust the
sampling interval dynamically, which can waste the communica-
tion resources. Therefore, to mitigate the unnecessary waste of
computation and communication resources in the conventional
event-triggered scheme while keeping the control performance,
the adaptive event-triggered scheme has beenproposed. This is
also the motivation of this work.

In this paper, an adaptive event-triggered scheme has been
introduced to a T-S fuzzy system with time delay. The adaptive
scheme shows an effective way to keep balance for the system
control performance and network communication bandwidth
burden. An algorithm is presented to find the adaptive threshold
instead of a pre-given constant to achieve good performance of the
proposed adaptive scheme, which is the challenge of this work.
Moreover, the filtering problem for T-S fuzzy system is investi-
gated under the adaptive event-triggered scheme. By using Lya-
punov functional approach, a sufficient condition for the existence
of the desired filter is established in terms of linear matrix
inequalities. Finally, a simulation example is provided to illustrate
the effectiveness of the proposed method.

Notation: The superscript “T” represents matrix transposition,
R™ and R™™ denote the n-dimensional Euclidean space, and the
set of n x m real matrices; I - Il represents the Euclidean vector
norm or the induced matrix 2-norm as appropriate; I is the
identity matrix of appropriate dimension.

A =

B C
denote a symmetric matrix, where  denotes the entries implied
by symmetry, for a matrix B and two symmetric matrices A and C.
The notation X > 0 (respectively, X > 0), for X e R™" means that

the matrix X is real symmetric positive definite (respectively,
positive semi-definite).

2. Problem statement and preliminaries

Consider the following nonlinear system represented by the
following T-S fuzzy system with r plant rules. Plant rule R": IF &, (t)
is Wq' and -+ and 6,(t) is Wy, THEN

X(t) = Ax(8) +Agix(t — 7(8)) +Apico(t)
y(@) = Cix(t) 1)
Z(t) = Lix(t)

where r is the number of IF-THEN rules, 84 (t), 6(t), ..., Og(t) are the
premise variables, x(t) e R", y(t)e R™ and z(t) e RP are the state
vector, output vector and the signal to be estimated, respectively.
Ai, Adgi» Awi» Ci, L; are parameter matrices with appropriate dimen-
sions, @(t) e L,[0,00) denotes the exogenous disturbance signal,
7(t) is a time-varying delay taking values on the interval [z, Ty],
where 7,, and 1), are positive real numbers.

By using center-average defuzzifier, product interference and
singleton fuzzifier, the obtained fuzzy system (1) is inferred as
follows:

X(t) = A()X(t) +Aqg(Dx(t — 7(t)) +Ap (D (t)

y(®) = C(Ox(t) (2)
2(t) = L(b)x(t)

T T r
where A(t)= > hiA;, Ag®) = 3 hilg, Ap(D)= > hifei, C(t)=
iz iz i~

zrjh,-Ci, L(t) = zrjh,-L,-. h; is the abbreviation for h;@(t)),
i=1 i=1

B0 = HOO o) = T WiB(0). Wiyt is the grade
> wOw®) j=1

memberslh:ib value of 6;(t) in ij'i and h;(@(t)) satisfies
h;i(0(t)) =0, er h;(0(t)) = 1. For notational simplicity, we use h; to

i=1
represent h;(6(t)).
The purpose of this paper is to design a H,, fuzzy filter for
system (2), the following time-varying filter structure is proposed:
Xf(l’) :AﬁXf(t)+Bﬁ_}7(t) 3)
Zf(t) = CﬁXf(t)
where x;(t) € R" is the filter state vector, z;(t) € R the estimation of
Z(t), y(t) is the real input of the filter. The matrices Az e R™",
Bj € R™™, Cj € RP*" are to be determined.
The defuzzified output of (3) is referred by

Xp(t) = Ar(O)xs(1) + B (DP (1) 4
Zp(t) = Cp(D)Xf (1) “4)

T r r
where Af(t) = 'Zl h,‘Aﬁ, Bf(t) = 42] h,’Bﬁ, Cf(t) = 42] hiCﬁ.
i= i= i=

Remark 1. In traditional filtering problem, the effect of the com-
munication network can be neglected, thus y(t) = y(t). However, in
networked control systems, the existence of network-induced
delays should be take into account. We have y(t) # y(t) in this paper.

The sensor sample the measurement output y(t) with the
regular sampling period in Fig. 1, which leads to transmit many
unnecessary signals, reduce bandwidth utilization and increase
consumption of limited energy of wireless sensor nodes because
every sampled-signal must be transmitted to a fuzzy filter through
a network channel. In order to mitigate the burden of commu-
nication and prolong the lifetime of wireless sensor nodes in Fig. 1,
an adaptive event generator is attached to the sensor, which is
used to determine whether or not the current sampled measure-
ment y(t) should be transmitted. We use kh and t;h to represent
the sampling instants and the triggered instants, respectively,
where h is the sampling period. Specifically, once t;h is trans-
mitted, the next triggered instant is determined by

tir jh = tgh+min{nh| [y(ty, jh) — y(th)] Ply(ty. jh) — y(tch)]
> 6(tk+jh)yT(tk+jh)(py(tk+jh)} (5)

where @ is a symmetric positive definite matrix, 6(t) € [0.1,0.5]. nh
means the sampling instants between the current transmitted
sampling instant t, and the future transmitted sampling instant
ty.j. The trigger parameter &(t) in the adaptive event-triggered
scheme is not a constant, which presents a differential function

Sensor

(1)

Sampler

Y(kh

;(,‘
Event y(th
Generator

Fig. 1. A typical filtering for networked control system with adaptive event trig-
gered scheme.
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satisfying [33]
5(t)=ds(t) (6)
where 6(0) = 0.1 is the initial condition of parameter &(t) and

1, elDet)<p
d={0, elt)De(t)y=p or 0 (7)
-1, el(Hdeyt)>p

where p is a non-negative constant number.
Algorithm to find the communication parameter p:

Step 1:  For given Sy and 71 =0, set 7, = 7o +u, where yu is the
step increment of 75, 7, is the upper delay bound of z(t).

Step 2: For a given 1, in step 1, if there exists a feasible solution
satisfying LMIs (36), go to step 3; otherwise go to Step 1.

Step 3:  Use the Matlab LMI Toolbox to find the maximum 75, and
the corresponding @ based on Theorem 2.

Step 4:  Set a simulation time T, and based on an ordinary event-
triggered scheme with an initial triggering parameter
6(0), where 6(0) < 6y, use Simulink to find the state error
e(t) at every sampling instant.

Step 5: Based on step 4, calculate the average error function

el (t)®ey(t), then output the parameter p, where p is
equal to the average state error function.

Remark 2. It is noticed that if the trigger parameter §(t) in our
proposed adaptive event triggered scheme is not a constant, but a
differential function satisfying (6). Combining (6) and (7) and the
Algorithm for the communication parameter p, we can see that
when ef(t)®e(t) > p, d = —1 occurs, the value of p will decrease,
which means the discussed system (19) is unstable in this situa-
tion and more sampled sensor measurements should be trans-
mitted; when el (t)@e(t) = p or 0,d = 0 occurs, the adaptive event
triggered scheme reduces to a event triggered scheme with a
constant trigger parameter; when e (t)®e(t) < p,d = 1 occurs, the
value of p will increase, the transmitted sensor measurements will
be reduced. We can see that the proposed event triggered scheme
can reduce the burden of transmission and it is more adaptive
than some existing ones.

The communication delays in the network are assumed to be
dy. dy €[0,d], where d is a positive real number. Under the event-
triggered scheme (5), suppose the triggered instants are tgh,
ti1h,t;h, ---, the correspondent triggered signals y(toh),y(t1h),y(tz2h),
L ytgh) will arrive at the filter at instants toh+dy,tih+ds,
toh+d,, -+, respectively.

Remark 3. The sensors in the communication network are time-
triggered with a constant sampling period h. The transmission of
the sampled data is determined by the adaptive event-triggered
communication scheme (5). The sensor samples measurements
output y(t) at time kh,k € R, the release instants are t;, k e R, the
transmitted measurement output are represented by y(toh), y(t1h),
y(toh), ..., y(tch), --- will reach the filter, where ty =0 is the initial
released instant.

Based on the above analysis, considering the behavior of ZOH,
the input of the filter y(t) can be described as

.
YO =Y hiy(teh), t € [teh+dy, ti 1h+die 1) ®)
i=1

For technical convenience, the following two cases will be
considered:

Case 1: If tyh+h+d > ty,1h+di_;, where d =max dy, define a
function d(t) as
dt)=t—th, t e [tyh+dy, tiy 1h+dis 1) (©))
Case 2: If tyh+h+d <ty 1h+d;_ 1, consider the following two

intervals:
[txh+dy, tyh+h+d), [tih+ih+d, tsh+ih+h+d)

Since dy <d, it can be easily shown that there exists a
positive integer oy > 1 such that

tkh+5Mh+E<tk+1h+dk+1 gtkh+5Mh+h+E (10)

Moreover, y(th) and tyh+ih with i=1,2,...,0) satisfy
the event triggered scheme (5). Let
Io =[tkh+dy, l’kh+h+a)
I; =[tyh+ih+d, tgh+ih+h+d) a1
IdM = [tkh+5Mh+d,tk+1h+dk+1)

wherei=1,2,...,6y_1. It can be easily shown that

i=on
[tkh+di, teth+di 1) = 'UO I 12)
is
Define
tffkh, te 10
d(t): t—t,<h—ih,t61i,i=1,2,“-,6)\/]—1 (13)

f—tkh—émh, te I§M

From the definition of d(t), we can define

0,tely

y(teh)—y(th+ih), tel,i=1,2, -,y —1 (14)
y(teh) —y(teh+6mh), tels,

ek(t) =

Remark 4. From the definition of e,(t) and the triggering algo-
rithm (5), we can obtain that for [t h+dy, ty 1h+dgy1)

er(t) = y(th) -yt —d(t)). (15)
Remark 5. Noticed that d(t) is different from the traditional time-
varying delay. d(t) depends not only on the release times, but also
on the network induce delay d, and the sampling period h.

Remark 6. Since there exists a communication network between
the sensor and the filter, the premises in the system and the ones
at the filter side are asynchronous. That is, when 6;(t) is available
in (2), only O;(t h) is available at the filter side at the same instant
te[tyh+dy, ty+1lh+di1). In this paper, we assume that the
mechanical model of the studied system is known a priori, once
the initial condition is given, based on the known mechanical
model, the state of the studied system can be calculated. Since &;
(tgh) is available at the filter side, 8;(t) can be calculated for
t e [tyh, ti . 1h). Therefore, the synchronous premise variables 6;(t)
can be derived at the filter side.

From the above description, the adaptive event-triggered
scheme can be expressed as
tiyjh = teh+min{nh| ef (6)Pei(t) > 5(ti )y’ (¢ —d(E)Py(t—d())}
(16)

Based on the above description, the actual output y(t) in (8) can
be described as

YO =" hiler(®)+Cix(t—d(®), t € [ty +di, iy 1 + i 1) a7

i=1
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Combine (4) and (17), the defuzzified value of the filter can be
rewritten as

Xp() =" > hihj[Agxs(t)+ Bg(t)e(t) + BgCix(t — d(t))]

i—1j=1

Zf(t) = Z Zh,’hjCﬁXf(t)

i=1j=1

(18)

T
By introducing a new vector e(t) = [xT(t) xfT(t)]T] and letting the
filtering error be Z(t) = z(t)—z(t), based on Eqgs. (2) and (18), the
following augment system can be obtained:

e®=>"3 hih, {Ee(t) +AgHe(t —7(t))+ BHe(t — d(t)) + B1ex(t) +Eww(t)}

i=1j=1

2(1’) = iihthZe(t)

i=1j=1

(19
where
_ [A, 0} Z—{Adl} _{O]
=lo a0 T 0] PTBG
-y} R[5} ool -a]
H=[I 0]

The following lemmas and definitions are needed in the proof
of our main results.

Lemma 1 (see Peng and Tian [16]). For any constant matrix
ReR,R=R">0, vector function %:[—7y,0]>R" and constant
Ty > 0, so that the following integration is well defined, it holds that

oL x(t) "r_R R X(0)
_TM/t—rMX (S)Rx(s) ds < |:X(f—1'1\/l):| { R —R} X(t—Ty)
(20)

Lemma 2 (see Wang and Xie [32]). For any vectors x,y e R", and
positive definite matrix Q e R™*", the following inequality holds that:

2Ty <x"Qx+y"Q "y @1
Lemma 3 (see Tian et al. [28]). Suppose =+, =, and £2 are constant
matrices of appropriate dimensions, 0 < 7, < 7(t) < Ty, then

@O —Tm)E1+(@M—T()E2+£2 <0 (22
if and only if

(tm—Tm)E1+02<0

and

(tm—Tm)E2+02<0

hold.

3. Main results

Theorem 1. For some given constants 0 < t,, < Ty, dy, ¥ and Sy, the
system (19) is exponentially mean-square (EMSS) with a prescribed
H., performance y under the adaptive event-triggered scheme, if
there exist matrices Q; >0,Q, >0,Q3>0,R; >0, R, >0,R; >0,®
>0,M;; >0,N; >0,T;>0,S; >0 with appropriate dimensions so
that the following matrix inequalities hold:

M)+ P (s)<0, i<jeR (23)

where
m, = % =
" o, -1 % =
I (s) = i i <0, s=1,2,3,4.
13, 0 I =
mis o o I,
[ Zin % % % % % % %
Ry Zin * * * % % *
H'A;'P My —Mj, Zis % * % % %
) 0 0 Nijs—Njz  Zija * * % ®
v
m, = H'B'P+535-S; 0 0 0 s % %
0 0 0 0 Ty—Tjs Zjs * *
B 'P 0 0 0 0 0 -& =
An'P 0 0 0 0 0 0 -y
—T __
Ty =A P+PA+Sj1 +5i; +Q1+Q2+Q3 — Ry,
T
Zijp = — Q1 =Ry +Mjyp + My,
T T
Zij3 = — My —Mjz+Nij3+ Ny,
T
2ijja = —Nija— Ny —Qa
T T T ~T
ZijS = —51']'5 _Sij5+Tfj5+Tij5 +5MH Ci (DCiH,
T
2ijg = —Q3—Tis— Ty
ny,=[L 0 00000 0],
MY, = diag{—PR; 'P, —PR; 'P, —PR; 'P}
a/Tz]PZ 0 4/’[2]PZE[H 0 4/’L'z]PEI‘I 0 4/’L'z]PE] 4/T21PE,,,
mi,=| twPA 0 7,PA;H O 74,PBH O 7uPBy  7mPA, |,
VdyPA 0 /dyPA;H 0 +/dyPBH 0 +/dyPB; +/dyPA,
Op = max o(t)

Hij (1= v TZlME Hij 2)= TZ]M;S

R IV B R IV

y MTz]NT- . \/721N.'r'

HZ](3):|:MT; H?n(4)= ms'lr] , T21=TM—Tm
ij y

Mgz[o Mj, Mj; 0 0 0 0 0],

0 NI

i N 000 0]

5?:[551 000 S 00 0],

Tj=[0 0 0 0 Tj5 Tjs 0 0]

Proof. Consider the following Lyapunov functional candidate for
system (19)

V() = V1) + V2 () +V3(b) (24)
where

Vi(t) = eT(t)Pe(t)
t
Va(t) = /t e’ (s)Q e(s) ds+ /t

t

e (s)Qe(s) ds

— Ty

t
+ /[ . e (s)Qse(s) ds
t—1Tm t
V3(t):/ /éT(v)R]é(v) dv ds
Jt «

-ty Js

t t t t
+Tm / / eT(W)Rye(v) dv ds+ / / eT(V)Rse(v) dv ds
t—1Tm Js t—dy Js

and P>0, Q;>0,R;>0(i=1,2,3) are all symmetric positive
definite matrices with appropriate dimensions. Taking the
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derivation of V(t), we have

Vi =23 " hihe (tyPe(t) (25)
i=1j=1
V() = T (£)(Q1 + Q2 +Q3)e(t) — X (t — Tm)Q e(t — Tpm) (26)

—eT(t—7m)Qze(t —Tum) — e’ (t — dm)Qse(t — du)

Vsiy=> > hihie" (O)[(tm — Tm)R1 +724,Rz + duR3Jé(t)
iZ1/=1

t—Tm t
- / eT(S)R1X(S) ds—Tm / eT(s)Rye(s) ds
Jt—1Nm Jt—1Tm

t
- / éT(s)Rzé(s) ds (27)
t—dy

Using and employing the free-weighting matrix method, the fol-
lowing is obtained:

V)+2T 0zt - 2o’ o) <2 S hih;e" (t)Pe(t)
i=1j=1
+e"(t)(Q1+Q2+Q3)e(t) —e' (t—7m)Q e(t —7m)
—el(t—m)Qae(t — 1) —e' (t — dy)Qse(t —dy)

+ Z Z hihjér(f)[‘[z]R] +Tr2nR2 +dumR31é(t)
iz1j=1

t—7Tm t
- / eT(s)Ryé(s) ds—7m / xT(S)Ryx(s) ds
t—17ym

t
- / eT(s)Rsé(s) ds
—dy
t—1m

+23°5 hid oMy {e(t—rm)—e(t—r(t))— /

i=1j=1 200

e(s) ds]

t—1(t)
/ e(s) ds]

tZy

e(t—7(t) —e(t—7m) —

+23° 3" mihi" (N

i=1j=1

T r t
+23° S mid 0y {e(t) —e(t—d(t)— / o é(s) ds} (28)

i—1j=1

ot —d(t)
+2Z Zhhc (OT; {e(t d(t))—e(t —dy) — /HW é(s) ds]

i=1j=
+ome’ (t—d(t)H CTdC;He(t —d(t))
—el(HDey(D)+2 (V20 - Yo" (Hat)

where Nj;, My, Tjj and S;; are matrices with appropriate dimensions,
and

g(t)—[eT(t) el(t—7m) eT(t—z(t) el(t—ty) e'(t—d(t)) el(t—dy) el(t) wT(t)}
Mf = [OMU2M300000}

N{}.:[o 0 Nj; Nj 0 0 0 o]

55:[551 000 S 00 0}

T = [oooorusrsoo]

Applying Lemma 1, we have that

£ , et) 1"[-R, R e(t)
—Tm [7 eT(s)Rze(s) ds < [e(t—'rm)} [ R22 _;J {e(t—‘rm)]
(29)

By using Lemma 2, we have that

—Tm

—24’ (t)MU o e(s)ds

< /tf*([) éT(S)R1é(S) d5+(T(t)—7m)CT(t)M,-,-R1 M! TC() (30)

—(t)

—24’ (t)N,] e(s)ds

t— T(T)
< /t eT(S)R1e(s) ds+(tm —7()CT (ONGR; NGt 31

—Ty

t
-2 (1S é(s) ds
Jt—d)

ot
< / eT(sRze(s) ds+d(t)," (t)SyRs 1S5t (32)
t—d(t)

t—d(t)

—20"(O)Ty

Jt—du

t—d(t)
< /t , éT(s)Rse(s) ds+(dM—d(t))§T(r)T,-jR31TT§(r) (33)

é(s)ds

Combining the event triggered scheme (5) and (33)-(35), one can

obtain
Vi +2" 0zt - Yo" (Hw(t)

<2 Z Z hihjé" (t)Pe(t)+e” (1)(Q1 + Q2+ Q3)e(t)
i=1j=
—el(t—Tm)Q et —Tm)
—el(t—7i)Qae(t — i) — el (t — dy)Qse(t — dy)

+ Z} Z hihie" (O)[721R1 +72,R; +duR3é(t)
i=1j=

e(t) -R, R e(t)
+ e(t—1tm) R, —Ry | |e(t—7m)

+23° 37 hi" (OMyle(t —Tm) — e(t —(0))]

i=1j=1

+23° 57 hiC" (ONgle(t — () — e(t — Tu)]
i=1j=1

+23° 5T mid (0Sjlet) — et —d(o))]
i=1j=1

+23° 57 hi (OTyle(t —d(t) — e(t—dp)]

i=1j=1
+ome’ (t—d(t)HT CT dCiHe(t —d(t))
—eL(De(t)+2T (OZ(D) - P2 (D (D)
+(@(0) —tm)C (OMyRT ML (1)
+(m — T ONGR NGO +d)C (0S3R5 ' SFE(D)
+(dy —d®) (OTRs 'THE ()
< Z Z hih; {: O () + &7 () [221 Ry +T2,Rs + duRs ) é(t)

i=1j=
+2T (D20 + (@O — ) (OMyRT ML (D)
+(om — () (ONgRT 'NES(O)+dOC (0)SR5 ' SFE (D)
+(dw —dO)C OTyRs ' TjED } (34)

By using well-known Schur complement and Lemma 3, from (23),
one can easily see that

V(t) < 2o (Hwt) - 2T (Oz(1) (35)
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The remaining part of the proof is similar to those in [19] and so
omitted here for simplicity. The proof is complete.o

In the following, based on analysis results in Theorem 1, we
give a method design the desired filter. The explicit expression of
the designed filter parameters are given in the following theorem.

Theorem 2. For some given constants 0 < tm < Ty, dy, ¥, €1, €2, €3
and Oy, systems (19) is exponentially mean-square stable (EMSS)
with a prescribed H., performance y under the adaptive event-
triggered scheme, if there exist P;>0,P3>0,Q0,;>0,Q,>
0,63 > O,R] > 0, Rz > O,Eg > 0,@ > O,Zﬁ,gﬂ,tﬁ, and Mij > O,NU >
0,5;>0,T; >0 with appropriate dimensions so that the following
LMIs hold:

QU5)+2'(s)<0, i<jeR (36)
where
Qi * % %
" QL 1w x
Q)= .. i <0, s=1,2,3,4

o 0 Q2 =
Qi o o

[ i * * * * *
R, Zi * * ® *
T —
Y M3 —My;, i3 * * * * *
=
o 0 0 Nja—Ny; Zija * * * *
1= = =T S
Y,-,-51+S,'J-5—S,-j, 0 0 0 2is * * *
0 0 0 0 Typ-Tgs Zygs *  #
Yin 0 0 0 0 0 -& =
Yijg: 0 0 0 0 0 0 —yu]

- e PiA; Ag
Ziji =Yy + Y +Sijn +5;3 +Q1+Q2+Q3—Rz, Yy = -
P3A; Ay

- = — T — T
2 =*Q1*R2+MU2+M1]2, 23 = —Mjz — Mz +Njj3+Nyjs,
Sj=-Nia-Ny-Q

Tis = ~Sys—Sys+Tis + Ty + Vss,

_ S SuCl®dC; 0

Zijg = —Q3—Tyje—Tyg. Yij55:|: M6 ' 0]

T TP TgT Tt
Yij31 _ AgiP1 AyP3 ’ Yij51 _ G Bﬁ G Bﬁ ’
0 0 0 0

Yij71=[§; EE] Yijslz[AZ)ipl AZn'FS]
Qg]_[r,»jm 000O0O0O 0}, yi]gl:[Li ffﬁ]

4/‘I.'z]Y,'j]] 0 A/1'21]rl?j-v31 0 4/‘['21Y1?Jj51 0 A/Tz]Y;leﬂ 4/‘['2]2[581
Q=] tm¥yr O wmlly O TmYis O mrgﬂ TmY g1
\/ Yljll 0 V Yu31 0 \/ YuSl 0 V Yxﬂl V YySl
Op = max o(t)
933 = diag{—Z&F—e—e%EL —ZS]F—I—S%EL —2€1F+8%E3},
_ [P, P _
P=|_ = QU = diag{—R;, -R
I:PS P3:|’ 44 g{—R1, 3}
—T —T
. «/1,'21M-- . «/T21M~
(1) = r| M= |-
—T —T
. 4/T21N-- - «/Tz]N'»
M, 3) = | @)= 7|t =t —1m
VduT; VduSj;
—T —T T
M,.jz[o My My; 0 0 0 0 0],

—T —T =T
NU:[O 0 Nj; Ny 0 00 o]

ET:W] 000 S5 00 0]

T

Ty=[0 0 0 0 Tjs Ty 0 0]

Furthermore, if the above conditions are feasible, the parameter
matrices of the filter can be obtained by

A p-1

Ag = AgP;

By =By 37
C5=CsP5 !

Proof. Due to
(Rc—€ '"P)R; "(Ry—e~'P)> 0

we have

—PR;'P < —2eP+€%Ry

Substituting — PR, 'P with — 2P+ 2R, into (23), we obtain

T s)+TT'(s)<0, i<jeR (38)

i
I, = *

- my, -1 = =

re)=| i <0, s=1,234 39)
113 0 I3 =
I,y 0 0 I,

where

ﬁ;j3:diag{—2&1P+e1R1,—251P+81R2, 2&1P+£2R3)

Since P3 > 0, there exist P, and P > 0 satisfying P; = P}P; 'P,. Let
the matrix P be partitioned as

P Py P} ’
P, P3
where P; > 0 and Pz > 0. Define the following invertible matrix:

I 0
J=|o pip;

and A = dlag{] SLLLLY, .. ]}, then, multiply (38) by A from
5

the left side and its transpose from the right side, respectively.
Define variables

Zﬁ :Aﬁﬁg,lz\ﬁ = PgAﬁPZ_T
Bjj = P3B; (40)
Cﬁ = CﬁP3,Cﬂ = CﬁPiT

Defining

P=JP Ps

= =5 )
Q=JQJ" . Rk =JRJ" . (k=1,2,3)My,, =My, J',
Nijvz :]Nijvij5 §ijv3 :Jsijv}]T’ Tijv4 :JTijv4
JT,(vi=2,3.v,=3,4.v3=1,5.v4=5,6).

Then, Eq. (23) is equivalent to Eq. (36) fors=1,2, 3,4, respectlvely
Replacmg the filter parameters (Ag, B, Cj) by (P Aijz,P2 ij,
CﬁP2) in (4), then, the filter (4) can be written as

{xf(t) =P; TAGPxq(t)+P; Tny(t)

41
z;(t) = CP3x¢(0) @b
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Fig. 2. Response of e(t).
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Fig. 3. Response of Z(t).
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Fig. 4. Event-based release instants and release interval.

Defining X(t) = ngf(t), similar to the analysis of [19], combing (41),
we can get
{ X (t) = AgR(6)+Bgy(b)

A (42)
Zf(t) = CﬁX(f)

Obviously, (Ag, Bj, Cj) can be chosen as the filter parameters and
guarantee the filtering error system (19) to be asymptotically stable
with an H,, disturbance attenuation level y.

Then, from (40) and (42), we can obtain that the parameter
matrices of the filter are given by (37). This completes the proof.c

4. Numerical example

Consider the discussed T-S fuzzy system (19) with the following
parameters:

—-2.1 0.1 -2 0
A1={ }, A2={ },

1 -1 -02 -1.1
-1 01 -09 0
A‘“Z[—o.s —0.9]’ A‘”:{ -1 —0.8}
Au,lz{_;z}, A,,Q:{gig], Ci=[1 2], G=[1 05]
L,=[05 -2], L,=[-03 03]
1, 5<t<10
wit)={ —1, 15<t<20
0, others

hi(Ot)) = sin®t, hy(O(t)) = cos?t

In the following, we will show the effectiveness of the adaptive
event-triggered scheme and co-design an H,, filter in the form of
(4) and the adaptive event-triggered communication (5).

Set 7, =0.1, 7y =04, dy=0.5, y =12, p=0.0092, 6y =0.5,
by applying Theorem 2, we can obtain the corresponding trigger
matrix @ =3.0442, and the following desired filter parameters:

4. _[ 308276 —46034
=1 ~2.7563 727.4202}’
—0.6320
By = _0.4958}, Cjy =[0.8001 0.6263]
4 _[309176 45640
27| ~2.6688 —27.5706}’
[—0.6113
B, = _0.5294}, Cr,=[0.6879 0.4471],

For the initial conditions x(0)=[1-1],x7(0)=[0.1; —0.1] and the
sampling period h = 0.05, the simulation result for the response of
e(t) is shown in Fig. 2, the response of filtering error Z(t) is
depicted in Fig. 3 and the adaptive event triggering release
instants and intervals are shown in Fig. 4. The images of (t) and d
are shown in Figs. 5 and 6. From the above simulation results, we
confirm that the adaptive event-triggered filtering scheme is
effective to reduce the communication load in the network and
the designed filter can also satisfy the system performance.

5. Conclusions

In this paper, we discuss an adaptive event-triggered H.,, filter
problem for T-S fuzzy system with time delay. Considering unre-
liable communication networks and limited network resources, an
adaptive event triggered scheme is introduced to reduce the
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Fig. 5. Parameter &.
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Fig. 6. Parameter d.

utilization of network bandwidth and gearing up its efficiency.
Moreover, employing the networkedT-S fuzzy model under the
adaptive event triggered scheme, the fundamental stability criteria
are obtained and a filter design method is developed. Finally,
numerical examples have been carried out to show the effective-
ness of the proposed method.
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