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ARTICLE INFO ABSTRACT
Keywords: This paper investigates the problem of H., filter design for neural networks with hybrid
Neural networks triggered scheme and deception attacks. In order to make full use of the limited network

Hybrid triggered scheme
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resources, a hybrid triggered scheme is introduced, in which the switching between the
time triggered scheme and the event triggered scheme obeys Bernoulli distribution. By
considering the effect of hybrid triggered scheme and deception attacks, a mathematical
model of H,, filtering error system is constructed. The sufficient conditions that can en-
sure the stability of filtering error system are given by using Lyapunov stability theory and
linear matrix inequality (LMI) techniques. Moreover, the explicit expressions are provided
for the designed filter parameters that is in terms of LMIs. Finally, a numerical example is
employed to illustrate the design method.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

Nowadays, neural networks have been triumphantly applied in many areas such as image processing, associative storage,
signal optimization, large volume of high speed data processing. Over the last decades, rapidly increasing attention has been
paid to the research of neural networks, and a great number of achievements have been obtained by researchers [1-5]. Due
to the certain theory meaning and application value of filter design for neural networks, the research on filter design for
delayed neural networks has attracted extensive attention in recent years [6-9]. In [7], the authors investigate the resilient
finite-time filtering problem for discrete-time uncertain Markov jump neural networks with packet dropouts. The authors
in [8] investigate the robust H, filtering problem for neural delay differential systems with parametric uncertainties. In
literature [9], the authors are concerned with H,, filter design for a class of neural network systems with event-triggered
communication scheme and quantization.

During the past few decades, time triggered scheme (periodic sampling) that is applied for the sensor sampling in the
analysis and design of control systems has been widely studied by lots of researchers [10,11]. For example, a model of net-
worked control systems is constructed by taking the effects of network-induced delay and data dropout into consideration in
[11]. Based on the constructed model of networked control systems above, the design of robust Hy, controllers for uncertain
networked control systems is investigated in [11]. However, if all sampling data is delivered via the network, it will result in
plenty of waste for the limited network resources. To avoid the drawbacks of periodic sampling, many researchers propose
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Cyber attacks

Hybrid triggered scheme

Fig. 1. The structure of hybrid-driven-based H., filter for neural networks subject to deception attacks.

event triggered schemes to reduce the burden of network and enhance the efficiency of transmission. For example, a new
event triggered scheme is proposed in [12] to investigate the problem of event-triggered controller design for networked
control systems. The basic idea of event triggered scheme in [12] is that whether the pre-designed condition is violated or
not can be the key rule of transmission for newly sampling data, in other words, it only be delivered when newly sampling
data violates the pre-designed conditions. Based on the research achievement in [12], large numbers of researchers have
arisen interest in the investigation of event triggered scheme and obtained fruitful achievements [13-16]. For instance, the
authors in [13] investigate the problem of event-triggered state estimation for complex network systems with quantization.
A decentralized event triggering communication scheme for large-scale systems is investigated in [14]| under network envi-
ronments. The authors of [15] are devoted to the design of H,, event-triggered filter for a class of T-S fuzzy systems. Drawing
lessons from existing researches on the event-triggered scheme in [12], the authors in [17] propose a new hybrid triggered
scheme, in which the stochastic switching between the time triggered scheme and event triggered scheme is described by
a variable obeying Bernoulli distribution. On the basis of hybrid triggered scheme in [17], the problem of reliable control for
hybrid-driven T-S fuzzy systems with actuator faults and probabilistic nonlinear perturbations is investigated in [18]. In this
paper, inspired by the proposed hybrid triggered scheme in [17], an H,, filter design is investigated with hybrid triggered
scheme and deception attacks.

Cyber attacks are aggressive behaviors aiming at destroying communication systems, real sampling data, networked in-
frastructures and devices. As is described in [19], Denial of Service attacks, replay attacks and deception attacks are three
categories of cyber attacks. One of the most important attack modes on the safety of network is the deception attacks that
include an incorrect sensor measurement or a mistaken identity of the receiving equipment. In view of the significance of
network security, the risks of deception attacks should not be ignored any more with the fast development of network. On
the basis of the deception attacks mentioned above, more and more researchers are devoting to the exploration of decep-
tion attacks [19-21]. For example, the attack scheduling problem for a class of stochastic linear systems with x, detectors
is studied in [19]. The authors investigate the distributed recursive filtering problem for a class of discrete time-delayed
stochastic systems subject to both uniform quantization and deception attack effects on the measurement outputs in [20]. A
novel event based distributed estimator is proposed in [21] to defend against the false injection attack. Based on the decep-
tion attacks proposed in [19], this paper is concerned with hybrid-driven-based H,, filter design for neural networks subject
to deception attacks.

Motivated by the observations above, this paper addresses the issue of H,, filter design for neural networks with hybrid-
triggered scheme and deception attacks. The hybrid triggered scheme that consists of time triggered scheme and event
triggered scheme is introduced to reduce the pressure of network bandwidth. A mathematical model of H,, filtering error
system is constructed by taking the effect of hybrid triggered scheme and deception attacks into consideration. Sufficient
conditions that can guarantee the stability of filtering error system for neural networks are obtained by using Lyapunov
stability theory and LMI techniques. Moreover, the parameters of the filter are obtained in explicit expression. A simulation
example is provided to show the usefulness of the proposed method.

This paper is organized as follows. In Section 2, a filtering error system is considered for the neural networks with hybrid
triggered scheme and deception attacks. Section 3 gives sufficient conditions which can guarantee the stability of filtering
error system for neural networks. A numerical example is given in Section 4 to show the usefulness of the proposed method.
The conclusion is drawn in the final part.

Notation: R" and R"*™ denote the n-dimensional Euclidean space, and the set of n x m real matrices; Matrix X > 0, for
XeR"™ ™ means that the matrix X is real symmetric positive definite. I is the identity matrix of appropriate dimension. In

addition, T stands for the transpose of matrix. For a matrix B and two symmetric matrices A and C, [’g ¢] denotes a symmetric

matrix, where * denotes the entries implied by symmetry.

2. System description

In this paper, a hybrid-driven-based H,, filter design for neural networks subject to deception attacks is investigated.
As is shown in Fig. 1, supposing that the sampling data is transmitted in a non-ideal networked environment, the hybrid
triggered scheme is introduced to reduce the pressure of network bandwidth. The neural networks with n neurons is given
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as follows:
x(t) = —Ax(t) + Wog(x(t)) + Wig(x(t — ¢(1))) +Apw(t)
y(t) = Cx(t) (1)
z(t) = Lx(t)

where x(t) = [x1,X3, ..., xn]T € R" is the state vector of neural networks. A = diag{a;, a,, ..., ap} is a diagonal matrix with

positive entries a;>0. Wy and W; are the connection weight matrix and the delayed connection weight matrix, respec-
tively. g(x(t)) = [g1(x1(t)), g2 (X2(£)), ..., gn(xXa(t))]T denotes the neuron activation function, and ¢(t) denotes the time-
varying bounded state delay taking values on the interval [¢m, ¢u], where ¢, and ¢y are the lower and upper bounds
of ¢(t). w(t)eLy[0, oo) is the external disturbance. A,, C, and L are the parameter matrices with appropriate dimension.
y@©) =y1.¥2,---» ¥:IT € R is the measurement output. z(t) = 21,2y, ..., zp]" € RP are the output vector.
The purpose of this paper is to design the following filter system (2):
{x,(t) =Apxs(t) + By (t) @)
Zf(t) = Cfo(t)
where x{t) e R" is the state estimation of x(t). z{(t) e R" is the output of the filter representing a estimation of z(t); Afe R"*",
BreR"™ ™M, Cre RP*™ are the filter parameter matrices to be determined. j(¢) is the real input of the filter.

In this paper, the problem of hybrid-driven-based H., filter design for system (1) is investigated. As is shown in Fig. 1,
the hybrid triggered scheme which consists of time triggered scheme and event triggered scheme is firstly adopted in neural
networks. The detailed discussion about the two triggered scheme is given in Case A and Case B, respectively.

Case A: As is shown in Fig. 1, when the selecting switch in the hybrid triggered scheme turns to “time triggered scheme”,
the H., filter design for neural networks becomes the classical networked H,, filter design for neural networks. Then, uti-
lizing methods in [17,22], the input signal y;(t) of the filter transmitted through the network channel can be described
as:

() =Cx(tch). t € [t(th+ Tt h + T, ,) (3)

where h is the sampling period, t;h is the instants when the sampling data arrives at the filter, 7 is the network-induced
delay. By using the method in [23,24], define the network allowable equivalent delay 7 (t) =t — t;h, Eq. (3) can be rewritten
as follows:

y1(t) =Cx(t — (1)) (4)

where 7(t)e [0, Ty], Ty is the upper bound of z(t).

As is well known, the time triggered scheme is widely used along with the transmitting of large repetitive signals, which
leads to the waste of network resources. In order to reduce the waste of network resources and improve the system per-
formance, the event triggered scheme is introduced to decide whether the newly sampling data should be transmitted or
not.

Case B: As is shown in Fig. 1, when the selecting switch in the hybrid triggered scheme turns to "event triggered
scheme”, the Hy, filter design for neural networks becomes the event triggered H, filter design for neural networks. The
event generator function can be defined as the following judgement algorithm, which is the same as [25]:

(ke + Hh)) =y kW] @[y (((k+ jh) —y(kh)] < oy" ((k+ H)Py((k+ jHh) (5)

where @ is a symmetric positive define matrix, j=1,2,..., 0 €[0, 1), y((k + j)h) is the current sampling data and y(kh) is
the latest one. The sampling data y((k + j)h) that satisfies the pre-design condition (5) will not be delivered, only the one
that violates the pre-design condition in (5) will be transmitted.

Remark 1. According to the event triggered algorithm (5), it is evident that the sampling data is sampled at instant kh by
sampler with a given period h, and the next sampling data is sampled at instant (k + 1)h. Suppose that the release times are
toh, t1h, t;h, ---, it is easily deduced that v;h = t;,1h — t;h denotes the released period, where v;h represents the sampling
interval between the two conjoint transmitted instants. In accordance with the event triggered algorithm (5), the set of the
release instants {tph, t1h, th, ...} €{0,1,2,...}. The amount of {tyh, t{h, t;h, ...} depends on the value of ¢ and the variation
of sampling data.

Similar to [26], the interval [tph + T, g 1h + Ty, ) is divided into several subintervals like subsets A = Uj‘;1[tkh +jh+
Negjotkh+ jh+h+ i), 7={1.2,..., tiy1 — b — 1}. Define n(t) =t —tgh— jh, 0 <7, <n(t) <h+ Nees jo1 2 nm, ex(t) =
x(tyh) — x(tyh + jh). With the event triggered scheme, the input signal of the filter y,(t) can be written as:

Y2(t) = Cx(t —n(t)) + Cey () (6)

Combine Case A and Case B, utilizing the methods in [17], the hybrid triggered scheme is introduced to reduce the pres-
sure of network bandwidth. The stochastic switching between the time triggered scheme and the event triggered scheme is
described by a random variable which obeys the Bernoulli distribution. The input signal y(t) of the filter via the network
channel can be expressed as follows:
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J(@) = a®)y:(t) + (1 —a(t)y2(t)
= a(O)Cx(t = T()) + (1 —a(t))[Cx(t — n(t)) + Cer(D)] (7)

where «a(t) e [0, 1], «(t) has the following statistical properties.
E{a ()} =@, E{(a(t) —@)’} =a(1 - &) =y}
& represents the expectation of «(t), ylz is utilized to represent the mathematical variance of o(t).
Remark 2. Different from the communication strategies in the existing publications, the hybrid triggered scheme in this

paper is based on a switching between the time triggered scheme and the event triggered scheme. ¢ (t) = 1 means the time
triggered scheme is activated. a(t) = 0 means the event triggered scheme is activated.

As is shown in Fig. 1, the transmitting data is susceptible to aggressive signals. In this paper, the H,, filter design with
hybrid triggered scheme is investigated by taking the effect of deception attacks into consideration. The aggressive signals
combined with real sampling data are transmitted to the filter after the deception attacks launched. It is assumed that the
time-varying delay of aggressive signals can be described by variable d(t) and deception attacks f(x(t —d(t))) meet the
following criterion:

[ fx(t —d(©)))]2 < [|Gx(t —d ()] (8)
where G is a constant matrix representing the upper bound of the nonlinearity.
Remark 3. The upper bounds information of the nonlinearity is introduced in [27,28] to describe the inhibiting condition

of nonlinear disturbance. Analogously, in this paper, matrix G is used to represent the upper bound of deception attacks
mentioned above, and its value depends on the practical state of deception attacks.

Taking the hybrid triggered scheme (7) and the deception attack (8) into consideration, the real input y(t) of filter can
be written as:
) = (1 -0(@)y) +0)Cf(x(t —d(t)))
=1 -0@)a®Cx(t —7(t))+ (1 -0())(1—a))[Cx(t —n(t)) +Cer(t)] + 0 ()Cf(x(t —d(t))) 9)
where d(t) €[0, dy], 6(t) € [0, 1], 6(t) is used to describe the occurring probability of deception attacks.

It is assumed that Bernoulli variables «(t) and 6(t) are independent of each other. 8(t) have the following statistical
properties.

E{(0()} =0.E{(0() - 6>} =0(1-0) =y]
where 8 represents the expectation of 6(t), yzz is utilized to represent the mathematical variance of 6(t).

Remark 4. In this paper, 6(t) obeying Bernoulli distribution is utilized to depict the randomly occurring cyber attacks.
When 6(t) =1, the real input of the filter in (9) is y(t) = Cf(x(t —d(t))), which means that the real signal is replaced
by the deception attacks. When 0 (t) = 0, the real input of the filter can be expressed as j(t) = a(t)Cx(t — T(t)) + (1 —
o (t))[Cx(t — n(t)) + Ce,(t)] according to (9), which means that the data is delivered in the network without deception at-
tacks.

Remark 5. In [29,30], the missing measurements are described by a binary switching sequence satisfying Bernoulli distribu-
tion. In this paper, the stochastic switching between the two different triggered schemes is described by a variable satisfying
Bernoulli distribution. The occurring probability of the stochastic cyber-attacks is also described by Bernoulli variables.

Combine (9) and (2), the filter system can be written as follows:

%5 (6) = Agxs(0) + B (DCF(x(E — d(D))) + Br(1 — (D) (D)Cx(t — (1))
+Br(1-0()(1 —a(t))Cx(t —n(t)) +Bp(1 - 0(t)) (1 — a(t))Ce(t) (10)
Zf(f) ZCfo(f)

By setting e(t) = [xT (t) x}(t)]T , Z(t) = z(t) — z;(t), the following augmented system can be obtained from (1) and (10):

é(t) = Ase(t) + Wog(x(t)) +V§/1g(x(t N+ 1 - G(t))a(t)Eng(t —7(t)) +A_ww(t)
+ (1 =0()(1 —a(t))BHe(t —n(t)) + (1 -0(t)(1 — a(t))Bre(t) + 0 (t)Bs f (x(t — d(t))) (11)
Z(t) = Cre(t)

i _|-A O = | O o | Wo oW i |Aw r_ |1 a1 | L
w2 3] ool we 8] we 5] 2o} oo o[
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Definition 1 [31]. For given function V:CEO([—tM, 0], R™) x S, its infinitesimal operator £ is defined as:

£Wy) = Jim [EW G+ 810 Vo) (12)

Assumption 1 [32]. The neural activation function satisfies one of the following conditions, and Uy, U, are real constant
matrices and satisfy U, — U; > 0:

[8(x) — Uix]"[g(x) — Ux] < 0O (13)

Lemma 1 [33,34]. For the given instant T, and matrix R> 0, the following inequalities are established:

R xo0 1'T-R R][ x0
o /t—r1 K ORK(S) = [x(t—ﬁ) ] [R —R:| [x(t—r]) :| (14)

Lemma 2 [35]. For any vector x, y€R" and matrix Qe R"*" with appropriate dimensions, the following inequality is estab-
lished:

2Ty <xTQx+y"Qly (15)

Lemma 3 [36]. Supposed t(t)€[0, Ty, d(t)€[dm, duml, n(t) [0, nul, d(t) [0, dy], ¥;i=1,..., 8) are matrices with ap-
propriate dimensions, the inequality (¢ (t) — Pm)WV1 + (P — @)WV + T () W3 + (T — T () W4 + () W5 + (N — () Vg +
d(t)W; + (dy —d(t)) Vg + E < 0 is established, if and only if the following inequalities are established:

(O — dm) V2 + Vs + Vs +dyWs + E <0, (v — Pm) W2 + Wy + mu¥s + dy¥7+ E <0
(Pm — Pm) V2 + TuWs + u¥s +dyWs + B <0, (du — Pm) V2 + tuWa + uWs +dyW7 + E <0
(Pm — Pm)¥2 + W3 + MuWPs +dyWs + E <0, (v — dm) V2 + W3 + nuWs + dy¥7 + E < 0
(Pm — o)V + W3 + u¥s +dyWs + E <0, (du — Pm)V2 + W3 + uWs +dyW7 + E <0
(Pv — dm) W1+ TmWa+ ¥ +duWs + B <0, (dy — Pm)W1 + mWa+ W +dyW7 + E <0
(v — dm)¥1 + Vs +uW¥s +dyWs + E <0, (v — ¢m) W1 + uWs + Vs +dy¥7+ E <0
(Pm — o)W1 + W3+ u¥s +duWs + B <0, (dy — Pm)W1 + W3+ uWs +dyW7 + E <0
(v — dm) V1 + W3+ uW¥s +dyWs + E <0, (v — Pm) W1 + W3 + Vs +dyW7+ E <0

(16)

3. Main results

In this section, by using Lyapunov stability theory and LMI techniques, the sufficient conditions will be derived which
guarantee the stability of the filtering error system.

Theorem 1. For given parameters ¢m, ¢u, Tn, N Ay 0, &, 0 and matrix G, by considering hybrid triggered scheme (7) and
deception attacks (8), the augmented system (11) is asymptotically stable with an H., disturbance attention level y, if there exist
matrices P>0, Q>0, Q. >0, R, >0 (k=1,2,3,4,5), 2>0,K, Y, M, N, S, Z W, V, with appropriate dimension and parameters
o >0, B> 0 satisfying:

Qu+IT+TIT7 * * *

k
921 922 * * *
Q(S) = 931 0 933 * * < 0, S= 1, 2,3, ey 16 (17)
941 0 0 944 *k
951(5) 0 0 0 955
where
BE * *
Qn: Fz F3 *
Iy 0 Ts
F:[M+Z+W K -K+Yy -Y -M+N -N -Z+S -§S -W+V -V 0 0 0 O O]
A4 * * * * 0 0 0 0O _AT4 000 O_T
R2 —Q] — R2 * * * A3 0 0 0O Wl P 0 0 0 _IBUZ
;=10 0 0 = x |, T,=|0 0 0 0 0|, I'y=| As 0 0 O O
0 0 0 —-Q * 0O 0 0 0O ALPOOOO

I's = diag{—Qs, cCTHTQHC, —Q4,0, —Qs}, T's = diag{—al, —BI, —CTQC, —y21, —0Q}
Ay =PA+ATP+ Q1 +Q + Qs+ Qi+ Qs — Ry — aly, Ay = (1 - 0)GHB{P
As=(1-0)1-&)H'BIP, Ay=WgP—al]. As=(1-6)(1-a)B}P



0 — ¢ 0000000 0 0 00 00 o] 0, — diag(—1. -]
(0 0 0 000 0 0 viGQH 0 0 0 0 0 0
2|0 ro o rﬂ n=|g 'Y E“”]
L0 Ty 0 Iy L 16
[ kPA; 0 0 O] [ 6iakPBfH 0 O1aukPB;H 0]
émPA; 0 0 0 610¢pmPBfH 0 O161¢mPB;H O
Ts=|vTmPA; 0 0 0|, I'y=|6biaywuPBiH 0 0161 TuPBH 0
JimPA; 0 0 0 616 yMmPB;H 0 01@1yMwPB;H 0
| V/duyPA; 0 0 0] | 61&\/duPB;H O 6,G1y/duPBiH 0]
[0 0 «kWP KWiP ] [ 010,xPB; KAuP OxBP 7]
0 0 ¢uWoP  PpuWiP 01616nPB;  mAuP  O¢mB;P
Tg=|0 0 yauWoP TuWiP |, To=|01@1vTuPB; VTmAuP  0.TuB:P
0 0 iuWoP /WP 6:1@1TPB;  imAoP 0. /iimB;P
[0 0 JduWoP /duWiP | Gré1/duPB;  /duA,P  0\/duBP ]
O1y1kPBgH 0 —01y1kPBfH 0] [ —6i1y1kPB; 0 0]
01vi¢mPBfH 0 —01y1¢mPBfH 0 ~01y1¢mPB; 0 0
Tio=|b6iyiytuPBH 0 —OiyiyTuPBH 0|, Ty=|-01y1yTuPBf 0 0
O1y1yTuPB;H 0 —01y1ymuPBiH 0 ~01y1yMuPB; 0 0
| 01vi/duPB;H 0 —61y1/duPBiH 0 | —61»1/duPB; 0 0]
[ @ykPBH 0 a1)»kPBfH 0 [ a1ykPB; 0 O]
ay,¢mPBfH 0 a1y2¢mPBH O a1y2¢mPBf 0 0
o= |anymPBH 0 ay,yTuPBH 0|, Ti=|dainymPB; 0 0
@y, yMuPBfH 0 @1y,yMmPBfH 0 a1y2y/MuPB; 0 0
| &y, /duPBH 0 @1yy\/dyPBH 0 | | &1y2/duPB; 0 0|
~ kAgH 0 —kAgH 0 —kAg 0 O [0 0 kp»PB; ]
omAsH 0 —pnuAgH 0O —pnAs 0 0 0 0 ¢mpPBf
Fu=|VvimdeH 0 —VimAeH O Tis=|-vimAe 0 0| Ti=|0 0 szPEf
JimAeH 0 —/MuAgH 0 ~/Tilhs 0 0 0 0 iwmy.PBs
| /duAeH 0 —\/dyAeH 0 ~JduAs 0 0 0 0 Jduy.PB; ]

Ao = 172PBf, k= \/py—Pm. @1 =1-a, 61=1-6, p
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a(l—q), y,=v0(1-0)

Q33 = diag{Y, Y, Y}, Quq=diag{Y, Y}, Y =diag{~PR;'P, —PR;'P,~PR;'P, ~PR;'P, —PR;P}

Qs51(1) =

Q5(5) =

| V/duV"

kYT 7]
VTN’
VuS"
(I

kYT ]
Nemd
Num

)

kYT
VTN’
VO
L VduW" |
M kYT 7]
JEMT
VuS"

Qs51(2) =

Q5(6) =

. Q251(3) =

LV/duw? |

. Q51(7) =

kYT
VTN’
VmZ'
ViV
kYT
JEMT
iz |
Vawv?

Qs51(4) =

Q5(8) =

kYT
VTN’
VoA
VW’

kYT

«/'L'M,VIT
NomA

VW
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M kKT 7 M kKT ] M kKT ] kKT
a/T[\/]NT 4/TMNT 4/'L'MIVT a/T[\/]NT
Qs51(9) = or Q5 (10) = r |- Q2s(11) = T Q25 (12) = T
N VTImS NI NG
| VT | INZm /v | JauwT
M «KT 7] M kKT 7] M kKT 7] kKT
A/'L']\/[IVIT 4/'L'MI\/IT Q/TMMT J‘L'MMT
Q251 (13) = r | R251(14) = r |»251(15) = r | $251(16) = T
OIS JTIMS N4 NG
N ST | Nl JduWT

Qs5 = diag{—Ry, —Rs3, —R4, —Rs}
yY'=[0o o vJ v/ o0 0 0 0 0 0 0 0 0 0 0
K'=[0o k] k) 0 0 0 0 0 0 0 0 0 0 0 O]
N'=[0 0 0 0 NN. f; 0 o 0o 00 0 0 0 0]
M'=[M 0o 0 0 M, 0 0 00 0O O 0 0 0 O]
s'=[0o 0o o o 0 o st s& o 0o o0 0 0 0 O]
Z'=[zf o0 0 0 0 0 ZZ 00 0 0O 0 O O]
vi=[o 0 0 0 0 0 0 0 VJ Vi 0 0 0 0 0]
wh=wf o o o0 0 00 0 W 00 0 0 0 0]
Proof. Choose the following Lyapunov functional candidate as:
V(t) = Vi(t) +Va(t) + V5(t) (18)
where

Vi(t) = eT (t)Pe(t)
t
_ T
Va(t) = /Hbme (s)Qie(s)ds +/

t

t t t
e’ (s)Qe(s)ds +/ e’ (s)Qse(s)ds +/ e’ (s)Qqe(s)ds +/ e (s)Qse(s)ds
M t—ty t—nm t—dy
t

—~¢m
Va(t) = /t; /t éT (W)R1é(v)dvds + ¢ /t;) /t éT (V)R,é(v)dvds + /téT (V)Rsé(v)dvds

t—Ty

t t t t
+/ / éT(v)R4e'(v)dvds+/ / éT ()Rsé(v)dvds
t—nm Js t—dy Js

Applying the infinitesimal operator (Definition 1) for V(t) (k =1, 2, 3) and taking expectation on it, we can obtain:
E{LV; (6)} = 2e" (t)P[Ase(t) + Wog(x(t)) + Wig(x(t — (1)) + Auw(t) + O1@BHe(t — T(t)) + 01@1B;He(t — n(t))
+61a1Bpey(t) + 0B, f(x(t —d(t)))] (19)

E{LV5(t)} = e"(t)(Q1 + Q2 + Q3 + Qu + Qs)e(t) — ' (t — pm)Qre(t — ) — e’ (¢t — Pu)Qze(t — Pu)
—el(t — tm)Qse(t — ) — €' (t — nm)Qae(t — ) — e’ (¢ — du)Qse(t — dy) (20)

_ t—¢m ¢ ¢
E{LV3 (1)} = E{¢T (DRe)} - /[_¢ ¢T (5)R;6(5)ds — / éT (5)R,6(s)ds — / ¢ (5)Rsé(s)ds

—bm t—ty
- f CeT(5)Rab(s)ds f " T (s)Ree(s)ds (21)
t—nm t—dy
in which
E(€"(t)Ré(t)) = ATRA+ 07y BIRB, + y3BIRB, + y{ v BIRB, + y7E! BIRBF, (22)
where

A = Age(t) + Wog(e(t)) + Wig(e(t — ¢ (t))) + Auw(t) + 61a@BHe(t — T (t))
+0101BpHe(t — (1)) + 0161 Brey (¢) + 0B f(x(t — d (1))
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By = Bg[He(t — T(t)) — He(t — n(t)) — e, (t)]. Bo = B[@He(t — T(t)) + @;He(t — n(t)) + @1e,(t)]
R = (¢ — dm)R1 + P2Ry + TiR3 + nuRa + duRs, . = f(x(t — d(t)))

From the definition of f{t, x(t)) in (8) which is the limited condition of deception attacks, there exists a symmetric matrix
Q satisfying the following inequality:

fe' (t — d(t))H'G"QGHe(t — d(t)) — O fT (x(t — d(1))Qf (x(t — d(1))) = 0 (23)
Applying the free-weighting matrices method [11,37] , it can be obtained that:
stmK[e(r — ) — et — (1)) - / o é(s)as} -0 (24)
- (t)
t-p(t)
28T (t)Y [e(t —¢(t)) —e(t —dm) — /r—¢ é(s)dsi| =0 (25)
st(t)M[e(r) —e(t—1(t)) — t é(s)ds} =0 (26)
t—1(t)
t—t(t)
ng(t)N[e(t —T(t)) —e(t— 1) — / é(s)ds] ~0 27)
t—Tm
t
ZST(t)Z[e(t) —e(t—-n()) - / é(s)dsi| =0 (28)
t—n(t)
t=n(t)
ZST(t)S[e(t -n(t)) —elt —nu) - / é(s)dsi| =0 (29)
t=1m
26T (W |:e(t) —e(t—d(t)) — /[ é(s)ds:| —0 (30)
t—d(t)
t—d(t)
2T (t)V |:e(t —d(t)) —e(t —dy) — f é(s)ds] =0 (31)
t—dy

where K, Y, N, M, Z, S, W, V are matrices with appropriate dimensions, and £7(t) is defined as follows:
O =[&w® &HwO]
E@) =[e"(t) e't—gm) e (t—¢@®) el t—¢u) elt—t) e t—tm) el t—n@) e'(t—nu)]
g () =[elt—dt) el(t—du) g (He(t)) & (He(t—¢(t) ef(t) wi(t) fl(He(t—d(t)))]

By using Lemma 2, we have

t—¢m t—bm
—2ET(OHK / é(s)ds < (¢p(t) — dm)ET (OKR;'KTE (8) + / éT ()R é(s)ds (32)
t—¢(t) t—¢(t)
t—¢(t) t=¢(t)
—2ET(t)Y » é(s)ds < (pm — P ()ET(O)YR'YTE (L) + /Hp é"(s)R1é(s)ds (33)
—2ET ()M ti (t)é(s)ds < r(t)éT(t)MRglMTs(t)+/ti o e (s)Rzé(s)ds (34)
t=7(0) t=n() .
—ZET(t)N/ é(s)ds < (tm — T(t))ET(H)NR;'NTE(t) +/ éT (s)Rzé(s)ds (35)
t—Ty t=1m
28T (t)z t é(s)ds < n(t)ET(OZR,'ZTE (¢) + / [ éT (s)R4é(s)ds (36)
t=n(t) t=n(t)
t=n(t) t=n(t)
—2&7(6)S : é(s)ds < (nm — n(t)E" (t)SR;'STE (1) +/t €' (s)R4é(s)ds (37)
—Nm —Nm
—2ET(HW /[ e(s)ds < d(t)éT(t)WRgleé(t) + /t éT (s)Rsé(s)ds (38)
t—d(t) t=d(t)
t—d(t) t—d(t)
—2ET(t)\V /[_d é(s)ds < (dy — d(t))éT(t)VRs‘lvTé(t) + /t_d e (s)Rsé(s)ds (39)
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Considering the condition of event-triggered scheme (5), we can obtain that:

oel (t —n(t))H'CTQCHe(t — n(t)) — e} ()CTQCe(t) = 0 (40)
By using Lemma 1, notice that:
¢ T
~¢m /t—d)m é"(s)Ryé(s)ds < [e(te(t;m)} |:_R§2 R}%2:| |:e(te(t(35m)i| (41)
By employing Assumption 1, we obtain that:
Tpr -
e(t) Ul U2 E(t)
[g‘(H(e(t)))} [02 ] [g(H(e(t)))} =0 (42)

- A - A uTu,+ulu; uT+ul
WhereUleTU1H,U2=—HTU2,U1: 1222 1,U2: 122.

There exists the parameters o >0, >0, it is easy to get:

e(t) U U e(t)
- [g(H(e(r)))] [ Mg(H(e(t)))] =0 (43)

Tpr- -
e(t) U U e(t) N
F [Q(H(e(t - ¢(t))))} |:Uz I ] [g(H(e(t - ¢(t)))} =0, (44)

Combine (18) — (44), we can obtain that:
E{LV (t) + 2" ()Z(t) — y*w' ()w(t)}
<2e"()PA+e" (1) (Q + Q2+ Qs + Qu + Qs)e(t) — e’ (t — pm)Qre(t — dm) — e (t — pm)Qae(t — du)
—eT(t — tm)Qse(t — i) — ' (t — nu)Que(t — ) — e (t — dy)Qsx(t — dur)
T
e(t) -R, R e(t) T 1T T t=fm
+ [e(t A } [ RJ [ ‘b )] 1 (d(t) — dm)ET (OKRTKTE (£) + 28 (t)K/f_M é(s)ds

2

t—p(t)

(- PO)ETOYRTIYTE ) + 26T ()Y / é(s)ds + (O)ET (OMR;'MTE (£) + 26T ()M /ti s

T (tw — T(O)ET(OONR;INTE(t) + 26T (N /t s(s)ds + N(OET()ZR,\ZTE (¢) + 267 (£)Z /[ t  o)ds
—Ty =N

+ (nm — n(@)ET()SR,'STE () + 28T (1)S H](t)e’(s)ds+d(t)§T(t)WR§1WTE(t) + 25T (HW /td( )é(S)dS
t—d(t

t=nm

t—d(t) -
+(dy — d()ET (VRS IVTE () + 28T (6)V / , é(s)ds + ATRA + 0,y BIRB;

[ e® u] G 20 T g e(t) o, G, e(t)
N ECIEON gHem)) |~ PladHec o0 | [0 1 ||aHEC o)

+ 2y} BIRB, + yZZfT (x(t —d(£)))BIRBsf(x(t — d(t))) + oe’ (t — n(t))HTC"QCHe(t — n(t))
+y3BIRB, — el (1)CTQCey (t) — y2w (Hw(t) + e (t)CTCre(t) + Oe” (t — d(t))H" GTQGHe(t — d(t))
— 6T (x(t - d(£)Qf (x(t — d(t)))
<ETO)(Qu+T +THEE) + (D (t) — pm)ET (OKRT'KTE (1) + (Pu — P(E)ET ()YRT'YTE(E)
+TOET(OMR'ME () + (tm — T()ET(ONRF'NTE (6) + 1 (t)ET ()ZR,'ZTE (¢)
+ (= n(0)ET(OSR,STE () + d(t)ET(O)WRSWTE (t) + (dm — d(8))ET (H)VRS'VTE (L)
+ ATRA+ 02y BIRB, + y2BIRB, + y2y2BIRB: + y2 T (x(t — d(t)))BERB;f(x(t — d(t)))
+6e" (t —d(t))H"GTQGHe(t — d(t)) — 6 fT (x(t — d(t))Qf (x(t — d(t))) (45)

By using Lemma 3 and Schur complement, combining Eqs. (17) and (45), we can obtain that (11) is sufficient to guarantee
E{LV (1)) +ZT (0)Z(t) — y2wT (t)w(t)} < 0. The proof is completed.
Based on Theorem 1, the parameters of desired filter are given in the following theorem.

Theorem 2. For given positive parameters 0, a, Y, &m vy T Mo dM g, ek (k_l 2,3,4, 5) and matrix G, if there exist
matrices P; >0, P; >0, Q>0, G, >0, R, >0 (k=1.2.3.4,5), >0, K, Y, M, N, S, Z W Af Bf Cf with appropriate
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dimensions and parameters « >0, 8 > 0, the filtering error system (11) with hybrid triggered scheme(7) and deception attacks (8)
is asymptotically stable if the following LMIs hold:

Q11+F+fT * * * *
B Qm ~22 * * *
Q(s) = Q31 0 ~33 * * <0, s=1,2,3,---,16 (46)
~Q4l 0 0 Qa4 x
Q251 (s) 0 0 0 Q55
P-P>0 (47)
where
5 _fl * *
Q]] = fz f‘g *
I, 0 T
F=[M+Z+W K -K+Y Y -M+N -N -Z+§ -§ -W+V —V 00 0 0 0]
A, « xox ok 0 0 0 0 O As 00 0 O
. R -Gi-R « « «| _ |A; 0 0 0 of Ae 0 0 0 A
=10 0 0 % = |0h=[0 0 0 0 0f|fy=|As 0 0 0 O
0 0 0 -Q =« 0 0 0 0 O Ag 0 0 0 0
| A, 0 0 0 As 0 0 0 0 O Aoy 0 0 0 O
I's = diag{—Q3, 15, —04.0, —Qs}, ['s = diag{—al, —BI, —C"QC, —y?I, —-6Q}
. - . - . ~ - - — OO\e(CTRT — O\5(TRT
Ry =T+ 441+ Qo+ Qs + Qs + G5 — Ry — Ty, A2=[“ P =0 Bf}
UfU+UJU 2} )CTRT 2] NCTRT
A, - -pUEYs o] Aem (1-6)1 -8y (1-6)(1 -a)'Br|
0 0 0 0
AS = [WJP] +a—U’J2rU2 WOTP:;]
't T Th It U1T+U2T A 3. 5 (TRT 3. 5 TRT A T TP
Ag = [Wip  W{B]. A7:ﬁT, Ag =[61a:C"B]  6ia:C"BY], Ag=[ALP ALB]
_ A -PA A QUi g oCTQC 0
Aw=[0CTBT  ocTBT], m=| " U, m,= 2 , M3 =
1 = [6C5] il m |:P3A AJ ? [ 0 o] 7 0o 0
4 M, 0000000 O 0000O00O Moo . S = diagl—1.~0)
= = , =|L —Cf, = diag{—I, —
““loooo0o0000+vicgooooool ° L
) (s [, Ty T ) o . 0 T N o
Q=0 Ty 0 Tyl Qu= 14 B Qa3 =diag{T, T, T}, Qu = diag{YT, T}
- - 0 0 0 Ty
0 I'; 0 Ty
T = diag{—2€,P + €?R,, —2€,P + €2Ry, —2€3P + €2R3, —2€4P + €2Ry, —2€5P + €2R5)
- «kIls 0 0 O [ GiakTlL 0 Okl 0]
¢nlls 0 0 O O16¢mTl, 0 Oia1pnIll 0
fe=|vmlls 0 0 Of [y=|daymll 0 6iaymll 0
ViuIls 00 0 b1l 0 616 AuIll 0
_\/dMHS 0 0 0 _9_10_6,/dMHZ; 0 9_]0_11 dMHg O_
0 0 «IT¥ KITE
0 0 nlll  @nllf
Fg=|0 0 I} yIuIl}
0 0 auIll /auIl
[0 0 duIl} /duIl}
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B 9_10_[1K1_[£ Kyl é/{l’Ig ] B 9_1)/1KP1'I{3 0 —éﬂ/ﬂ(l’[é
611 pmI1 Sn¥l,  OpmIl O1y1¢mPTIL 0 —01y1¢mIls
Ty = | Oyl vy, Oymulll |, Tio=| OiyivauPIlE 0 01y yTuIlL
Orér Ty ¥l O muI Ory1yIPTIE 0 =011 /i1
L6ra/duT1] Ayl 6/dyTT] | |01y duPTIE 0 —6yy1\/dyTIE
[ —6iyikTly 0 0] ay,kll 0 @yklll 07
011wl 0 0 ay,pmll 0 &1y,¢mPTIL
“Oipylly 0 0|, Tp=|a@nyvwmly 0 &y il
—O1yr Tl 0 0 ayaymully 0 diy2ynully
| —Oiyy/dylll 0 0] ay,/dulll 0 &ysy/dulll 0
M a1y 1] 0 O KY1V2 0 —ky1yo I 07
ary2¢mlly 0 0 Pmy1y2Ily 0 —@myryeIly O
= |yl 0 0| Iy=|viunel 0 —yTunyelly 0
a1y2yTmIll 0 O:| JTuiyIIE 0 —/mMuyyeIll 0
Laiysy/dulll 0 0 duy1y.T1IL 0 duyry.I1Y 0
r —ky1y,00 0 O 0 O Ky, 17
~¢pmy1y2Ilg 0 0 0 0 ¢mylly
Fis = | —vTunyelly 00 Fis=]0 0 Tuyellg
—JTuy1y.IIl 0 0 0 0 iuy.II}
L—Vduyryol 00 0 0 duyll
K=Vou—¢n @i=1-a 6=1-0, y=ya(l-a). »n=v1-0), H5=|:_;]2 ﬂ
e
[CTBT  CTBT _ _ " " f
M = of Of}, M =[wip WJB], Ms=[w/P W[B], Mo=][C"B} C"B]]
My = [ALP,  ADBs]
kYT 7 kYT kYT kYT
Qs1(1) = valy Qs51(2) = WIYT Q5(3) = WIYT Qs51(4) = WIYT
S S NimA JmZ"
| Janr Novd Va Jani
M kYT 7 M kYT kYT
Qs51(5) = \/WI\ZIT Q51 (6) = mﬂiﬂ Qs51(7) = Vot Q51(8) = ml\jﬂ
Vo VO Sz’ VoAl
LV/duV7_ L /a7 | SV AT
m kKT T kKT ] ;c1<T kK"
Qs51(9) = valy 251(10) = WIYT Q5 (11) = Qs51(12) = WIYT
Vo Vo F ZT VinZ!
_m‘ﬁ_ _\/(EWT_ \/EVT \/@WT
r kKT 7] kKT ] kKT kKT
Qs51(13) = \/WI\ZIT Q51 (14) = mﬂi[r 51 (15) = \/WI\ZIT €251 (16) = \/WI\ZIT
Ny ST N N
—\/@VT— _\/@WT_ MVT \/EWT
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? 55 = diag{_R1’ _R3’ _R4# _RS}

Y=o o ¥/ ¥ o0 o0 0 0 0 0 0 0 0 O

0 Kl Kf o0 0 0 0 00O 0 OO0 0 0
0 00 0 0 O0 0 O

KT =

Moreover, in condition of feasible conditions above, the parameter matrices of the filter are given by
Ap= AP
By =By (48)
Cr =GPy
Proof. Due to (R;—¢;'P)R"'(Ri—€;'P) >0, (i=1,2,3.4,5) , we have —PR;'P < —2¢;P + €2R;. Substitute —PR'P with
—2¢€;P + €2R; into (17), we obtain

Qu+T+TT  « * * %

Qz1 sz * * *
Qs) = Qs 0 Q3 = « | <0, s=1,2,3,...,16 (49)
Qm 0 0 Qu =
$s1(5) 0 0 0 Qs
PL—-P;>0

where
Q33 = diag{T, Y, T}, Quu = diag{T, T}
Y = diag{—2€,P + €R, —2€,P + €2R,, —2€3P + €2R3, —2€4P + €2Ry, —2€5P + €2Rs)}
Since Py > 0, there exist P, and P53 > 0 satisfying P; = PJ P; 'P,.
Define

e Pl 10
P‘[Pz Bl =0 prp

A =diagl], ....J.I,....L] ....]
——— S e —
10 7 29

Multiplying A and AT on both sides of (17), respectively, and define

0;=JQJ", Ri=JRJ"(i=1,2,3,4,5), K=JKJ (i=2,3)

V= (=3.4). Mi=JMJ (i=15), N;=JNJ"(i=5.6), §=JSJ(i=7.8)

Zi=Jzf (i=1.7). W= (i=1.9). V=V (i=9.10)
Define variables

Ap=AfPy, A;=PIAPT

By =P]Bs (50)

=GBy, Cr=Cp;T
On the basis of the descriptions above, utilizing the methods in [25], the filter parameters (A, By, C;) can be expressed

by (P, TA¢Py, PyTB;, CsPy). the filter system (2) can be written as

{xf(t) = Py TAPoxs(t) + B TB(t) (51)
zp(t) = CpPoxy(t)
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Fig. 2. The cyber-attacksf(x(t)).

Similar to the analysis of [25], define X(t) = Pszf(t), from (51), we can obtain
{@(r) =AR(t) + B (1)
Zf(t) = Cf)?(f)

From (50) and (52), we can obtain the parameters of the designed filter given by (48). This completes the proof. O

(52)

4. Simulation examples

In this section, a numerical example is given to demonstrate the effectiveness of the designed H,, filter for neural net-
works.
The parameters of system (1) are given as follows:

2 0 0.1 03 -04 03 03
A:[O ]], Aw:[o.z]’ C:[049 0.8], L=[0.2 —0.5], W0=|:_0.4 0.3 } W1=|:0.3 0.3},

1 5<t<10
0.3 0.2 0.5 0.2 ’ = o
Ur = [o 0,2]’ UZZ[O 0.95]’ w(t):{al’ :fsstfzo’

The neuron activation function g(x(t)) in (11) is defined as

0.5x;1 (t) — tanh(0.2x;(t)) + 0.2x, (t)]

gx()) = [ 0.95x, (t) — tanh(0.75x, (t))

In (8), supposing the deception attack f(x(t)) = [:ttaannhh((C)%22x><21((tt))))]’ there exists a matrix G = diag{0.02, 0.2} which satisfies
the inequation [|f(x(t))|l> < ||Gx(t)|]5.

Suppose the initial condition x(0) =[1 —1]7, xp(0)=[08 - 0.8]7, sampling period h = 0.1, ¢y = 0.1, gy = 0.2, Ty =
02, ny=02,dy=015y=7and e, =1 (k=1,2,3,4,5).

In the following, three cases will be given to illustrate the effectiveness of designed H, filter subject to deception attacks.

Case 1: Set & =1, as is shown in Fig. 1, the selecting switch turns to “time triggered scheme”. When the probability of
deception attacks 6 = 0.1, the following matrices can be obtained by applying Theorem 2:

. [1835.3 —630.2] N [—3157.1 522.1} . [49.927

Pr=1_6302 7923 | Ar=| 6989 —6647| Br=|_660.973 } Cf:[’o'lm 0'4908]

By using Eq. (48) in Theorem 2, the corresponding parameters of designed filter can be obtained as follows:

[—2.0552 —0.9758} [49.927
f= s By =

0.1276 —0.7374 —660.973i|’ sz[O'OOOZ 0'0008]
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Fig. 3. The filtering error z(t) — z;(t) in case 1.
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Fig. 4. The filtering error z(t) — z;(t) in case 2.

The function of deception attacks f{x(t)) is shown in Fig. 2. Fig. 3 shows the response of filtering error z(t) — z;(t) when
the “time triggered scheme” is selected in the hybrid triggered scheme. It can be found that the proposed method is useful
and the designed filter can satisfy the system performance.

Case 2: Set & = 0, the triggered parameter o = 0.2, as is shown in Fig. 1, the selecting switch turns to “event triggered
scheme”. Let § = 0.2, the following matrices can be derived as follows by applying Theorem 2:

14666 -407.7] ; [-25499 37527 5 [ 247349 ] -
P3:[—407.7 460.6:|’ Af:[ 526.9 —290.9]’ Bf:[—zm.sssz} Cr=[-01438 0.483]

Applying Eq. (48) in Theorem 2, the corresponding filter parameters are shown as follows:

A _|—2:0059  —0.9609| p [ 24.7349
F=1 02437 -04159 [ °f = | -241.5662

} Cy=[0.0003 0.0013]

Fig. 4 depicts the response of the estimation error when the “event triggered scheme” is selected in the hybrid triggered
scheme. The release instants and intervals are shown in Fig. 5. From Fig. 4, it demonstrates the usefulness of designed filter
with event triggered scheme subject to deception attacks.
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Fig. 6. The filtering error z(t) — z;(t) in case 3.

Case 3: Let @ =0.5, the triggered parameter o = 0.2, as is shown in Fig. 1, the designed filter is under the hybrid
triggered scheme. Set the probability of deception attacks 6 = 0.2, the following matrices can be obtained by Theorem 2:

- [1263.1 —342.2] N [—2149.5 279.6] . [3.2576

B=1 3402 4pos | M =| a126 —20a1| Br= —274.9055]’ Cr=[-0.1033  0.4735]

According to Eq. (48) in Theorem 2, the parameters of designed filter are obtained as follows:

Af:[—1.9192 —0.8029:|, sz[ 3.2576

0.1956  —0.4837 274.9055]’ Cf=[0.0002 0'0012]

Fig. 7 describes the stochastic switch between time triggered scheme and event triggered scheme. The response of esti-
mation error is shown in Fig. 6. From Fig. 6, it can be easily seen that the H., filter design for neural networks subject to
deception attacks is feasible.

5. Conclusion

This paper is concerned with H, filter design for neural networks with hybrid triggered scheme and deception attacks.
The hybrid triggered scheme which consists of time triggered scheme and event triggered scheme is introduced to reduce
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oft)
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Fig. 7. Bernoulli distribution «(t) in case 3.

the pressure of network bandwidth. By taking the hybrid triggered scheme and the deception attacks into consideration
for neural networks, the mathematical model of filtering error system has been constructed. Particularly, the switching rule
between the two triggered schemes and the occurring probability of deception attacks are described by variables obeying
Bernoulli distribution. Sufficient conditions that can guarantee the stability of filtering error system for neural networks
have been developed with the application of Lyapunov stability theory and LMI techniques. In addition, the parameters of
designed H,, filter are derived in an explicit form. An illustrative example is given to demonstrate the usefulness of desired
filter with the hybrid triggered scheme and deception attacks.
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