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A B S T R A C T

This paper investigates the problem of distributed event-triggered H∞ filtering over sensor networks with sensor
saturations and cyber-attacks. By taking the effects of sensor saturations existing in spatially distributed sensors
and randomly occurring cyber-attacks into consideration, a distributed event-triggered filtering error system is
firstly established. Then, sufficient conditions guaranteeing the system asymptotically stable with H∞ perfor-
mance are obtained by means of Lyapunov stability theory. Moreover, the explicit expressions of distributed H∞

filters and the weighting matrices of distributed event-triggered scheme are achieved by solving a set of linear
matrix inequalities (LMIs). Finally, two examples are given to illustrate the usefulness of the designed distributed
event-triggered H∞ filters.

1. Introduction

Sensor networks have attracted considerable attention by re-
searchers in the fields of target detection and tracking [1], disaster
monitoring and forecasting [2], since there are a large amount of
geographically distributed micro-sensor devices [3] collecting en-
vironmental data with various sensing modalities [4]. Due to the ad-
vantages of robustness, reliability and low requirement on network
bandwidth [5], a distributed manner is better than a centralized
method in signal processing among the large-scale sensors. In parti-
cular, for the purpose of estimating system state over sensor networks,
distributed H∞ filtering has been a significant problem [6] since the
statistic of exogenous disturbance is not prescribed beforehand [7],
where each filter estimates the measurements from not only a corre-
sponding sensor node but also its neighboring sensors. For example, the
issue of distributed sampled-data asynchronous H∞ filtering is ad-
dressed in Ref. [8] for a continuous-time Markovian jump linear system
over a sensor network.

It is worth noting that sensors are usually driven by batteries pos-
sessing limited energy storage capacity, which is one of the constraints
for sensor networks. The periodic sampling (time-triggered scheme) is a
traditional signal processing method, where both sampling and trans-
mitting events are triggered along with the elapse of a fixed time period
[9]. However, in some cases, where the system reaches equilibrium and
no disturbance vibrates the system, the system states fluctuate slightly

over a certain time interval [10]. As a result, the time-triggered scheme
may result in the waste of energy resources and limited bandwidth [11]
since it periodically samples almost identical data and releases the re-
dundant sampled signals to a shared communication network. In order
to improve the situation, many scholars have proposed more efficient
sampling or transmitting strategies (see Ref. [12–14] and the references
therein). In the field of networked systems, event-triggered scheme, as a
digital signal processing strategy, is the most prevalent since it can
significantly save communication resources while preserving satisfac-
tory system performance [15]. In Ref. [16], an event-triggered con-
troller is designed for networked control system, where the system state
is supervised in discrete instants and the periodically sampled data can
be transmitted only when a predefined triggering condition is violated.
The event-triggered scheme proposed in Ref. [16] has been further
investigated for other systems or been improved for more practical
strategies in recent years. For example, by exploiting the event-trig-
gered scheme proposed in Ref. [16], the problem of finite-time state
estimation for Markovian jump systems is addressed in Ref. [17] and
the issue of decentralized control for neural networks is studied in Ref.
[18]. Based on the event-triggered scheme in Ref. [16], an adaptive
event-triggered scheme is investigated in Ref. [19] for a nonlinear
networked interconnected control system. A novel hybrid triggered
scheme is firstly proposed by the authors in Ref. [20], which combines
the advantages of both the time-triggered scheme and the event-trig-
gered scheme mentioned in Ref. [16]. Moreover, the innovative hybrid-
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triggered scheme proposed in Ref. [20] has been successfully applied
when the authors in Ref. [21] are concerned with the quantized sta-
bilization for Takagi-Sugeno (T-S) fuzzy systems. In the practical en-
gineering, the event-triggered scheme proposed in Ref. [16] has been
widely utilized in filtering for sensor networks. For example, the issue
of distributed H∞ consensus filtering over mobile sensor networks is
investigated in Ref. [22] where event-triggered scheme is applied on
each sensor node. A problem concerning distributed event-triggered
filtering over wireless sensor networks is studied in Ref. [23] for a class
of discrete time-varying systems.

However, the aforementioned results about sensor networks over-
look sensor saturations, which always exist in sensors and may desta-
bilize the sensor networks to some extent. Actually, the sensor satura-
tions have been investigated for several years, and many research
results are available. For instance, the issue of designing filter for
Markov jump systems is studied in Ref. [25] with sensor saturations. In
Ref. [24], H∞ filtering for nonlinear networked systems is investigated
by taking sensor saturations into consideration. The authors in Ref. [26]
propose a distributed H∞ filter design method for discrete-time T-S
fuzzy complex networks subject to sensor saturation. It should be
pointed out that the sensor saturations concerning with sensor networks
have not been fully investigated yet, which is the first motivation of this
paper.

Additionally, the communication among sensors is highly important
for sensor networks to achieve a desired control goal. Nevertheless,
besides the common communication constraints such as limited band-
width, time-delays and packet dropouts, cyber-attacks have gradually
been formidable barriers to smooth communication in sensor networks
due to the increasing dependence on more cyber elements and the
vulnerability of communication channels as well. Recently, the cyber
security has been a hot topic in the networked control area and po-
tential cyber-attacks have been discussed by many scholars, see survey
paper [27] and the references therein. There are mainly two kinds of
cyber-attacks, namely, denial of service (DoS) attacks [28] and decep-
tion attacks [29]. Generally speaking, the cyber-attacks may corrupt
data delivery, integrity or confidentiality [30], which means the control
and measurement signals may be targeted so that the system perfor-
mance might be ruined. In order to achieve the attack purpose, ad-
versaries usually launch the cyber-attacks in a consecutive or random
manner [31]. For instance, with consideration of the random cyber-
attacks in networked control systems, the distributed control problem is
addressed in Ref. [32], where the energy consumption is saved and the
transmission load of network is alleviated by introducing event-trig-
gered scheme. However, as far as we concerned, few attention has been
paid to the cyber-attacks randomly occurring in sensor networks, which
is the second motivation of this paper.

Enlighted by the observations above, this paper focuses on dis-
tributed event-triggered H∞ filter design over sensor networks with
sensor saturations and cyber-attacks. The main contributions of this
paper are summarized as follows. (i) A distributed filtering structure is
proposed over the sensor networks by taking sensor saturations, dis-
tributed event-triggered scheme and cyber-attakcs into consideration.
The key of distributed event-triggered scheme is the event monitor
(EM) deployed on each sensor node, which can independently decide
whether the periodically sampled data from the saturated sensors
should be broadcast over a communication network or not. The cyber-
attacks are modeled as nonlinear functions and their randomly occur-
ring features are identically indicated by a Bernoulli variable with
certain statistical property. The input of filter i is the aggregated data,
which is collected from the sampled output of saturated sensor i and its
potentially neighboring sensors. (ii) A new model of distributed H∞

filtering error system is firstly constructed by considering sensor sa-
turations, distributed event-triggered scheme and cyber-attakcs. (iii)
Based on the constructed model, the sufficient conditions guaranteeing
the asymptotical stability of distributed H∞ filtering error system over
sensor networks are derived by means of Lyapunov stability theory.

Moreover, the explicit expressions of distributed H∞ filters and the
weighting matrices of distributed event-triggered scheme are achieved
by solving a set of LMIs.

The remainder of this paper is organized as follows. In Section 2, the
problem formulation is stated. Section 3 derives new sufficient condi-
tions which can guarantee the distributed H∞ filtering error system
asymptotically stable. Moreover, the parameters with regard to dis-
tributed H∞ filters and distributed event-triggered scheme are obtained
simultaneously. Two examples are presented in Section 4 to show the
usefulness of the designed distributed H∞ filters. The conclusion of this
paper is drawn in Section 5.

Notation: n and n m× denote the n-dimensional Euclidean space,
and the set of n×m real matrices. Matrix X > 0 X( )n n∈ × means that
the matrix X is real symmetric positive definite.  represents a math-
ematical expectation. ∥⋅∥ denotes the Euclidean norm. I and T stand for
the identity matrix with appropriate dimension and the transpose of
matrix, respectively. ∗ in a symmetric matrix denotes the terms implied
by symmetry. [0, )2 ∞L represents the space of square-integrable vector
functions over [0, ∞). In addition, diagN{⋅} and diag { }N

i ⋅ denote N-
block-diagonal matrix and N-block-diagonal matrix only with i-th block
is nonzero, respectively. Similarly, vecN{⋅} and vec { }N

i ⋅ denote N-rows
vector and N-rows vector only with ith row is nonzero; colN{⋅} and
col { }N

i ⋅ denote N-columns vector and N-columns vector only with ith
column is nonzero. ⊗ stands for the Kronecker product for matrices.

2. Problem formulation and modeling

2.1. System description

Consider a structure of distributed event-triggered H∞ filtering over
sensor networks in Fig. 1, which can be characterized by a directed
graph { , , }=G V E W , where N{1, 2, , }= …V denotes a set of sensor
nodes; ∈ ×E V V is a set of directed edges in the directed graph G ;
The element i j i j( , ) ( , )∈ ∈ ∈E V V means that the node i can re-
ceive data from node j; w[ ]ij

N N= ∈ ×W  stands for an adjacent matrix
with wij=1 if edge i j( , ) ∈ E or with wij=0 if edge i j( , ) ∉ E . Suppose
the plant is described as following continuous-time linear-invariant
system:

x t Ax t Bω t
z t Lx t

x x

̇ ( ) ( ) ( )
( ) ( )

(0) 0

⎧

⎨
⎩

= +
=

= (1)

where x t( ) n∈  is the state vector; z t( ) m∈  is the output vector to be
estimated; ω t( ) p∈  is the external noise signal, which belongs to

[0, )2 ∞L and aims to disturb the plant; x0 denotes the initial state; A, B,
L are known matrices with appropriate dimensions.

N sensor nodes are deployed to detect the system state dispersedly
and the measurement of ith sensor node is considered as follows:

y t C x t i( ) ( ),i i= ∈ V (2)

where y t( )i
q∈  (i ∈ V ) are the sensor measurements; Ci (i ∈ V ) are

known constant matrices with appropriate dimensions.

2.2. Distributed H∞ filters

By considering the effects of sensor saturations, distributed event-
triggered scheme and cyber-attacks step by step, the sensor measure-
ments will be received by distributed H∞ filters eventually. As shown in
Fig. 1, N corresponding zero-order-holders (ZOHs) are set according to
N sensor nodes. Inspired by Ref. [22], the function of ith ZOH is to
collect the sampled data from ith sensor as well as some of other N− 1
sensors, which constitute the aggregated data w ŷ t( )j

N
ij j1∑ = in ac-

cordance with the sensing topology G . In addition, the ZOHs are as-
sumed to be event-driven, which means that only when a new ag-
gregated data is collected can the output of ZOH i be updated to actuate
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the filter i. In other words, the ZOH i will keep the latest input of filter i
until a new aggregated data is collected.

Based on the description above, the distributed H∞ filters to be
designed in this paper are proposed as follows:

x t D x t K w ŷ t

z t E x t G w ŷ t

ˆ ̇ ( ) ˆ ( ) ( )

ˆ ( ) ˆ ( ) ( )

i i i i j
N

ij j

i i i i j
N

ij j

1

1

⎧
⎨
⎩

= + ∑

= + ∑
=

= (3)

where x tˆ ( )i
n∈  is the state of filter i; z tˆ ( )i

m∈  is the estimation of z
(t), which is also the output of filter i i( )∈ V ; the aggregated data

w ŷ t( )j
N

ij j1∑ = collected by ZOH i is the input of filter i and ŷj(t) in

w ŷ t( )j
N

ij j1∑ = represents the broadcast signal of sensor node j, which
arrives at the ZOH i as shown in Fig. 1. Di, Ki, Ei, Gi i( )∈ V are the filter
parameter matrices to be designed later.

Remark 1. The model of distributed H∞ filters (3) proposed in this paper is
similar to the model of distributed full order linear dynamic filters in Ref.
[34], where the input of filters are all aggregated data. However, the
collection of the aggregated data received by filter i is different between this
paper and Ref. [34]. To be specific, the aggregated data in this paper is
assumed to be collected by ZOH i, which is inspired by Ref. [22], while the
aggregated data in Ref. [34] is collected by sensor i itself.

2.3. Sensor saturations

In this paper, sensor saturation is characterized as a saturation
function sat v sat v sat v sat v( ) [ ( ), ( ), , ( )]m

T s
1 2= … ∈  , where each ele-

ment is defined as follows [33]:

sat v
ρ v ρ
v ρ v ρ i s
ρ v ρ

( )
,
, , 1, 2, , .
,

i

i i i

i i i i

i i i

=
⎧

⎨
⎩

>
− ≤ ≤ = …

− < − (4)

where ρi is the threshold value of ith sensor saturation.
Further more, the saturation function can be separated into two

parts, that is sat(v)= v−φ(v), where φ(v) is a nonlinear function sa-
tisfying the following constraint.

There exists a positive number ɛi ∈ (0, 1) such that

v v φ v φ vɛ ( ) ( ).i i
T

i
T

i i≥ (5)

It is worth mentioning that the restraint coefficient ɛi can be further
confined according to the Proof in Ref. [33], namely,

ρ vɛ (1 ( / )) .i i i max
2≥ − (6)

Therefore, the real output of sensor node i with sensor saturation is

y t sat y t y t φ y t C x t φ y t ī ( ) ( ( )) ( ) ( ( )) ( ) ( ( )),i i i i i i= = − = − ∈ V (7)

subject to the constraint that for ɛi ∈ (0, 1),

x t C C x t φ y t φ y tɛ ( ) ( ) ( ( )) ( ( )).i
T

i
T

i
T

i i≥ (8)

2.4. Distributed event-triggered scheme

In order to alleviate the burden of network bandwidth, the dis-
tributed event-triggered scheme is introduced for data transmission. For
convenience of development, Assumption 1 is given in the following,
which is partially followed from Ref. [34].

Assumption 1. The samplers are time-driven and synchronized, that is, all
of them dispersedly sample the corresponding sensor output in the same
sampling period h, where h > 0 is a constant. Hence, the sampling time
sequence can be described as lh l{ {0, 1, 2, }}= ∈ = …  . The
broadcasting time sequence of ith sensor node is assumed as

t h t{ }i l
i

l
i= ∈  . Between two consecutive broadcasting instants, the

sampling time sequence of ith sensor node is assumed to be

s h s t m m M M t t{ , 0, 1, , , 1}i
t

l
i

l
i

l
i

i i i i l
i

l
i

1
l
i

= = + = … = − −+ .

From Assumption 1, the latest broadcast data and the newly sam-
pled data can be represented by y t h̄ ( )i l

i and y s h̄ ( )i l
i , respectively. The

idea of distributed event-triggered scheme is realized by event monitors
(EMs) separately deployed on every sensor node, each of them is
composed of an event generator and a storer. The adoption of event
generator on node i is to produce a series of events according to the
following predefined event-triggered condition [10], which determines
whether the periodically sampled data will be broadcast or not.

y t h y s h y t h y s h σ y t h y t h( ̄ ( ) ̄ ( )) Ω ( ̄ ( ) ̄ ( )) ( ̄ ( )) Ω ( ̄ ( ))i l
i

i l
i T

i i l
i

i l
i

i i l
i T

i i l
i− − < (9)

where σi ∈ (0, 1) is the trigger threshold parameter to be given in ad-
vance, and Ωi > 0 is the weighting matrix to be designed later. The
event-triggered condition (9) is checked by event generator in discrete
instants, which depends on the latest broadcast data y t h̄ ( )i l

i and the
error, i.e. defining e t y t h y s h( ) ̄ ( ) ̄ ( )y

i
i l

i
i l

i
̄ = − , between the latest broadcast

data and the current sampled sensor measurements. In order to fulfill
the comparison in the current sampling instant, the storer is adopted to
reserve the latest broadcast data.

Remark 2. When the phenomena of sensor saturations are overlooked on
each sensor node, an alternative event-triggered condition can be defined as ,
which recently has been adopted to address the event-triggered H∞ filtering

Fig. 1. The structure of distributed event-triggered H∞ filtering with sensor saturations and cyber-attacks.
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in Refs. [7] and [10]. However, the event-triggered condition (9) on each
node is related to the sampled measurements from corresponding saturated
sensor.

To be specific, only when the event-triggered condition (9) is vio-
lated, will the newly sampled data y s h̄ ( )i l

i be broadcast and will the
storer be updated with the newest broadcast data. Otherwise, the newly
sampled data is discarded directly and the storer keeps the latest
broadcast data. Therefore, the next broadcasting instant of sensor node i
can be expressed as follows

t h t h m h e t e t

σ y t h y t h

min{( 1) ( ( )) Ω ( ( ))

( ̄ ( )) Ω ( ̄ ( ))}

l
i

l
i

m
i y

i T
i y

i

i i l
i T

i i l
i

1
0

̄ ̄
i

= + +

≥

+
≥

(10)

Remark 3. From (10), it can be seen that not all the periodically sampled
data are broadcast to the filters, which means the broadcasting time
sequence is a subset of the sampling time sequence, i.e. i ⊆ .
Consequently, the occupancy of network bandwidth can be reduced and
the burden of network communication can be alleviated as well. Notice that
when σi=0, the event-triggered condition (9) is violated all the time. Then
the i ⊆  becomes i = , which means the event-triggered scheme on node
i reduces to the time-triggered scheme.

Remark 4. In this paper, the EM on each sensor node works independently,
which means the trigger threshold parameters σ i( )i ∈ V in (10) are not
required to be equal. In other words, the broadcasting time sequence on each
node is not equal to each other, i.e. i j( )i j≠ ≠  , since the event-triggered
conditions at all the nodes are different. As a result, the aggregated data
received by filters may be collected from sensors asynchronously.

It is worth noting that due to the introduction of network, the time-
delay of the released measurement from the sensor node i at instant t hl

i

is assumed to be τt
i
l
i . The instant when the broadcast data from sensor

node i arrives at ZOHs can be expressed by t h τl
i

t
i
l
i+ . Then, the broad-

cast data y t h̄ ( )i l
i are maintained by ZOHs in the holding interval

)t h τ t h τ,l
i

t
i

l
i

t
i

1
l
i

l
i

1
⎡
⎣

+ ++
+

, which can be further denoted by a union of a

series of smaller intervals [35], i.e. t h τ t h τ,l
i

tl
i

i
l
i

tl
i

i
mi
Mi

l
mi

1
1

0⎟
⎡
⎣⎢

+ + ⎞
⎠

= ⋃+
+

= I ,

where )s h τ s h h τ,l
m

l
i

s
i

l
i

s
i

1
i

l
i

l
i= ⎡

⎣
+ + + +I . Without loss of generality,

the time-delays τ i( )t
i
l
i ∈ V , which are induced in the sampled data

transmission from sensor node i to ZOHs, are assumed to be upper-
bounded, namely τ τ i0 ( )t

i
i

l
i< ≤ ∈ V .

Define time-varying delay function as τ t t s h t( ) ,i
l
i

l
mi= − ∈ I

i( )∈ V . Then it can be derived from l
miI that

τ τ t h τ τ0 ( )s
i i

M
l
i< ≤ < + ≜ where τ τmax { }i i≜ ∈V . Now, the real

transmitted data of sensor node i can be expressed as follows:

y t y t h y t h y s h y s h e t y t τ t( ) ̄ ( ) ̄ ( ) ̄ ( ) ̄ ( ) ( ) ̄ ( ( ))i i l
i

i l
i

i l
i

i l
i

y
i

i
i

̄= = − + = + −∼ (11)

2.5. Cyber-attacks

In this paper, cyber-attacks are assumed to occur occasionally in the
data transmission process and the randomly occurring features can be
indicated by a series of Bernoulli random variables
α t i( ) {0, 1} ( )i ∈ ∈ V according to the ideas in Ref. [31,36,37]. To be
more concrete, on the one hand, when the cyber-attacks are launched
by malicious adversaries, αi(t)= 1. On the other hand, the sampled data
is successfully broadcast to the filters and then αi(t)= 0. In this sense,
the occurring frequency can be estimated by a certain random prob-
ability. It is noted that due to a communication network is shared in
broadcasting sampled data, the cyber-attacks are assumed to take place

identically, which can be denoted by a Bernoulli random variable α(t).
In addition, the statistical properties of α(t) are identically supposed,
i.e. α t α{ ( )} = , α t α δ{( ( ) ) }2 2− = for all the transmission between
sensors and filters. By referring to the definition in Refs. [38] and [39],
the cyber-attacks are modeled as nonlinear functions f(yi(t)) in this
paper. In the sequel, the real broadcast signals of node i, which arrive at
the ZOHs, can be represented by

ŷ t α t f y t d t α t y t
α t f y t d t α t

C x t τ t φ y t τ t e t

( ) ( ) ( ( ( ))) (1 ( )) ( )
( ) ( ( ( ))) (1 ( ))

[ ( ( )) ( ( ( ))) ( )]

i i
i

i

i
i

i
i

i
i

y
i
̄

= − + −
= − + −

− − − +

∼

(12)

where d t d( ) (0, ]i
M
i∈ is assumed to be the corresponding time-delay of

cyber-attacks signal that might be transmitted on the ith communica-
tion channel. Define d dmax { }M i M

i= ∈V to represent the upper-bounded
delay of cyber-attacks signals.

Remark 5. An attacker may cheat the systems by corrupted sensor output or
designed input [40]. Hence, a cyber attacker may have access to the initial
sensor measurements and then pretend the attack signals highly similar to the
real sensor measurements to achieve a perfect attack goal. This paper takes
cyber-attacks into consideration shown in (12), where the nonlinear
functions associated with initial sensor measurements are supposed to
represent the signals of cyber-attacks, which are limited in Assumption 2.

Remark 6. From the definition of α(t) in (12), the cyber attacks are called
stochastic deception attacks in a strict sense since they may substitute the
normal broadcast data with their vicious information in the transmission
process. Note that the cyber-attacks might take place at any time during the
sampled data transmission, and once they successfully replace the sampled
data, they will continue the transmission over a communication network.
Therefore, the transmission for the cyber-attacks signals on each
transmission channel will induce the time-delays, which are assumed as
di(t) in (12) and bounded by dM.

2.6. The filtering error system

Define z t z t z t( ) ( ) ˆ ( )i i= −∼ as a filtering error vector for filter i, and
A Adiag { }N= , B Bcol { }N= , C Cdiag { }i N

i
i= , C Cvec {col { }}N

i
N i=∼ ,

D Ddiag { }N i= , E Ediag { }N i= , F Fdiag { }i N
i

i= , G Gdiag { }i N
i

i= ,

K Kdiag { }i N
i

i= , L Ldiag { }N= , x t x t( ) col { ( )}N= , x t x tˆ ( ) col { ˆ ( )}N i= ,
e t col e t( ) { ( )}y

i
N
i

y
i

̄ ̄= , f y t d t col f y t d t( ( ( ))) { ( ( ( )))}i
i

N
i

i
i− = − , φ y t( (i −

τ t col φ y t τ t( ))) { ( ( ( )))}i
N
i

i
i= − .

Based on the above discussions of sensor saturations, distributed
event-triggered scheme and cyber-attacks, further let
ξ t x t x t( ) col { ( ), ˆ ( )}2= and z t z t( ) col { ( )}N i=∼ ∼ and then by combining
(1), (3) and (12), a filtering error system can be expressed as

ξ t ξ t B ω t α t Č ξ t τ t

α t Ď e t

α t Ď φ y t τ t

α t Ď f y t d t

z t E ξ t α t F ξ t τ t

α t G e t

α t G φ y t τ t

α t G f y t d t

̇( ) Ã ( ) ( ) (1 ( )) ( ( ))

(1 ( )) ( )

(1 ( )) ( ( ( )))

( ) ( ( ( )))

( ) ( ) (1 ( )) ̌ ( ( ))

(1 ( )) ̌ ( )

(1 ( )) ̌ ( ( ( )))

( ) ̌ ( ( ( )))

i
N

i
i

i
N

i y
i

i
N

i i
i

i
N

i i
i

i
N

i
i

i
N

i y
i

i
N

i i
i

i
N

i i
i

1

1 ̄

1

1

1

1 ̄

1

1

⎧

⎨

⎪
⎪
⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪
⎪
⎪

= + + − ∑ −

+ − ∑

− − ∑ −

+ ∑ −

= − − ∑ −
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∼
=

=

=

=

=
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= (13)

for all t l
mi∈ I , where
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Ã 0
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( ) 0
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̌ 0
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,

[ ], ̌ [ ( ) 0], ̌ [ ( )].

i
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i
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i i i i
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⎣
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= ⎡
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W
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To facilitate the acquisition of the main results, the following as-
sumption, definition and lemma are presented.

Assumption 2. [38,39] The signals of cyber-attacks are modeled as
nonlinear functions f y t d t i( ( ( ))) ( )i

i− ∈ V , which are subject to the
following condition:

f y t d t F y t d t( ( ( ))) ( ( ))i
i

i i
i2 2− ≤ − (14)

where F i( )i ∈ V are constant matrices denoting the upper bound.

Definition 1. [34] The filtering error system (13) is asymptotically stable
satisfying a prescribed H∞ performance if the following conditions hold:

(1) The filtering error system (13) subject to Eqs. (8), (9) and (14) is
asymptotically stable when ω(t)= 0.

(2) Under zero initial condition, the estimation error z t( )i
∼ satisfies

{ } { }N
z t z t dt γ ω t ω t dt1 ( ) ( ) ( ) ( )

i

N

i
T

i
T

1
0

2
0

∫ ∫∑ <∼ ∼
=

∞ ∞
 

(15)

for any nonzero ω t( ) [0, )∈ ∞L , where γ > 0 is a prescribed value.

Lemma 1. [34] Suppose a time-varying function τ(t) is subject to the
interval (0, τM] and a vector-valued function ξ t τ̇( ): (0, ]M

n→  , there exist

matrices R RT n n= ∈ × and S n n∈ × such that R
S R

0T
⎡
⎣

∗⎤
⎦

≥ . Then the

following integral inequality holds:

τ ξ s Rξ s ds
ξ t

ξ t τ
ξ t τ t

R
S R

R S R S R S S

ξ t
ξ t τ

ξ t τ t

̇ ( ) ̇( )
( )

( )
( ( ))

2

( )
( )

( ( ))

M t τ
t T

M

T

T

T T
M

M
∫− ≤

⎡

⎣

⎢
⎢

−
−

⎤

⎦

⎥
⎥

⎡

⎣
⎢
⎢

− ∗ ∗
− − ∗
+ + − − −

⎤

⎦
⎥
⎥

⎡

⎣

⎢
⎢

−
−

⎤

⎦

⎥
⎥

−

(16)

3. Main results

In this section, by using Lyapunov-Krasovskii functional approach
and linear matrix inequality technique, considering the sensor satura-
tions, the distributed event-triggered scheme and stochastic cyber-at-
tacks, the sufficient conditions will be obtained which guarantee the
filtering error system (13) asymptotically stable with the constraint of
H∞ performance (15).

Theorem 1. For given the upper bound of time-delays τM, dM, expectation
α , scalar γ, the restraint coefficients of sensor saturations ɛi, trigger threshold
parameters σi, matrices Fi and filter parameters Di, Ki, Ei, Gi, (i ∈ V ), the
filtering error system (13) is asymptotically stable, if there exist matrices
P > 0, Q1 > 0, Q2 > 0, R1i > 0, R2i > 0, Ωi>0, Si, Wi and X with
appropriate dimensions satisfying: for i ∈ V ,

R
S R

R
W R

Ψ Φ
Ξ Λ 0, 0, 0i

i
T

i

i

i
T

i

1

1

2

2
= ⎡

⎣
∗ ⎤

⎦
< ⎡

⎣⎢
∗ ⎤

⎦⎥
≥ ⎡

⎣⎢
∗ ⎤

⎦⎥
≥

(17)

where
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NIΦ

Φ
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2 3
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−
⎤
⎦

E vec α F vec α G vec αG vec α G
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N i N i N i N i
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1 1 1= ⎡

⎣
⎢
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⎤

⎦
⎥

∼

with

P X X
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Φ

Φ
Ã Φ
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i
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i
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⎢
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σ Ĉ
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α α δ α α
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Φ ,

Φ diag { 2 ɛ Ω },
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T
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T
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Proof. Choose the following Lyapunov-Krasovskii functional candidate
as

V t ξ t Pξ t ξ s Q ξ s ds ξ s Q ξ s ds

τ ξ θ R ξ θ dθds

d ξ θ R ξ θ dθds

( ) ( ) ( ) ( ) ( ) ( ) ( )

̇ ( ) ̇( )

̇ ( ) ̇( )

T

t τ

t
T

t d

t
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M
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M

M

∫ ∫

∫ ∫

∫ ∫

= + +

+ ∑

+ ∑

− −

−
=

− = (18)

for all t l
mi∈ I . Two cases without and with system disturbance will be

discussed in the following to prove that the filtering error system (13) is
asymptotically stable and satisfies the constraint of H∞ performance
(15), respectively.

On the one hand, the analysis is without disturbance, namely,
ω(t)= 0. By taking the derivative on V (t) along the trajectory of the
filtering error system (13), it yields that:

V t ξ t Pξ t ξ t Q Q ξ t ξ t τ Q ξ t τ

ξ t d Q ξ t d τ ξ t R ξ t

d ξ t R ξ t τ ξ s R ξ s ds

d ξ s R ξ s ds

̇ ( ) 2 ( ) ̇( ) ( )( ) ( ) ( ) ( )

( ) ( ) ̇ ( ) ̇( )
̇ ( ) ̇( ) ̇ ( ) ̇( )
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M M

T
M M M

T
i
N

i

M
T

i
N

i M t τ
t T

i
N

i

M t d
t T

i
N

i

1 2 1

2
2

1 1

2
1 2 1 1

1 2

M

M

∫

∫

= + + − − −

− − − + ∑

+ ∑ − ∑

− ∑

=

= − =

− =

(19)

for all t l
mi∈ I .

By applying Lemma 1, it can be obtained that
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τ ξ s R ξ s ds ϕ t ϕ ṫ ( ) ̇( ) [ ( )] Π [ ( )]M t τ
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i τ
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where
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i
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⎡
⎣⎢

∗ ⎤
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≥ ⎡
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∗ ⎤
⎦⎥

≥
(22)

In addition, the following equation holds for any constant matrix X
from (13) that

ξ t X ξ t X ξ t α t Č ξ t τ t

α t Ď e t α t Ď φ y t τ t

α t Ď f y t d t ξ t

{2( ( ) ̇ ( ) )(Ã ( ) (1 ( )) ( ( ))

(1 ( )) ( ) (1 ( )) ( ( ( )))

( ) ( ( ( ))) ̇( ))} 0

T T
i
N

i
i

i
N

i y
i

i
N

i i
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N

i i
i

1

1 ̄ 1

1

+ + − ∑ −
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+ ∑ − − =

=

= =

=



(23)

The constraint of nonlinear function in (8) can be rewritten as

ξ t τ t Ĉ Ĉ ξ t τ t φ y t τ t φ y t τ tɛ ( ( )) ( ( )) ( ( ( ))) ( ( ( )))i
T i

i
T

i
i T

i
i

i
i− − ≥ − −

(24)

where t l
mi∈ I , Ĉ C i[ 0],i i= ∈ V .

It can be obtained from the event-triggered conditions in (9) that for
all t l

mi∈ I ,

σ Ĉ ξ t τ t φ y t τ t e t

Ĉ ξ t τ t φ y t τ t e t e t e t

[ ( ( )) ( ( ( ))) ( )] Ω

[ ( ( )) ( ( ( ))) ( )] ( ( )) Ω ( )
i i

i
i

i
y
i T

i
i

i
i

y
i

y
i T

y
i

̄

̄ ̄ ̄

− − − +

× − − − + >

(25)

where Ω diag {Ω }N i= , i ∈ V .
From the Assumption 2, the cyber-attacks signals satisfy the fol-

lowing inequality

αξ t d t Ĉ F F Ĉ ξ t d t

αf y t d t f y t d t

( ( )) ( ( ))

( ( ( ))) ( ( ( ))) 0

T i
i
T

i
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i i
i

T
i

i
i

i

− −

− − − ≥ (26)

Considering the constraints of sensor saturations (24), distributed
event-triggered scheme (25) and cyber-attacks signals (26) simulta-
neously, we can get the following inequality:

ψ t
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σ C σ
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where ψ t ξ t τ t ξ t d t e t f y t d t φ y t τ t( ) ( ( )) ( ( )) ( ( )) ( ( ( ))) ( ( ( )))i T i T i
y
i T T

i
i T

i
i

T
̄= ⎡

⎣ − − − − ⎤
⎦
.

By combining (18)–(21), (23) and (27), we can get V t η t η ṫ ( ) ( )Φ ( )T≤ ∼ ,
where
η t ξ t ξ t ξ t τ ξ t τ t ξ t d

ξ t d t e t f y t τ t φ y t

τ t

( ) col { ( ), ̇( ), ( ), col { ( ( ))}, ( ),

col { ( ( ))}, col { ( )}, col { ( ( ( )))}, col { ( (

( )))}}

N M N
i

M

N
i

N y
i

N i
i

N i

i

5 4

̄

= − − −

− −

−

+

and Φ∼ is made up by Φ defined in (17) except its last row and column.
Then, it is clear that Φ 0<∼ and V t κξ t ξ ṫ ( ) ( ) ( ) 0T≤ − < for ξ(t)≠0,
where κ λ ( Φ)min= −∼ . Therefore, the filtering error system (13) is
asymptotically stable.

On the other hand, introduce an integral term J t dt( )0∫≜ ∞
J with

t z t z t γ ω t ω t( ) { ( ) ( )} { ( ) ( )}N
T T1 2= −∼ ∼J   in the case of nonzero system

disturbance, i.e. ω t( ) [0, )∈ ∞L . Then, V t t ζ t ζ ṫ ( ) ( ) ( )Ψ ( )T+ <J can
be obtained by applying Schur complement, where ζ(t)= col5N+5{η(t),
ω(t)}. Therefore, (17) is a sufficient condition for

V t t ṫ ( ) ( ) 0, l
mi+ < ∈J I (28)

Similar to the Proof in Ref. [34], by integrating both sides of (28) from
0 to t, it can be derived that

V t V s ds( ) (0) ( ) 0
t

0
∫− + <J (29)

Letting t→∞ and under zero-initial condition, it can be obtained from
(29) that

t dt V t( ) ( )
t

0
∫ < −

∞

=∞

J
(30)

which implies that J z t z t dt γ ω t ω t dt{ ( ) ( ) } { ( ) ( ) } 0N
T T1

0
2

0∫ ∫= − <∼ ∼∞ ∞
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be guaranteed under zero-initial condition, i.e.
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i
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i
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1
0

2
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∫ ∫∑ <∼ ∼
=

∞ ∞
 

(31)

Therefore, the predefined constraint of H∞ performance (15) is sa-
tisfied.

This completes the Proof. □
Theorem 1 presents sufficient conditions for the asymptotically

stability of filtering error system (13). Based on Theorem 1, Theorem 2
is dedicated to designing filters in the form of (3).

Theorem 2. For given the upper bound of time-delays τM, dM, expectation
α , scalar γ, the restraint coefficients of sensor saturations ɛi, trigger threshold
parameters σi, matrices Fi, the filtering error system (13) subject to (8), (9)
and (14) is asymptotically stable with H∞ performance defined in (15), if
there exist real matrices P > 0, Q1 > 0, Q2 > 0, R1i > 0, R2i > 0,
Ωi>0, Si, Wi, X1, X3 and diagonal matrices X2, D̂, K̂i, E , Gi with
appropriate dimensions such that for i ∈ V , the following LMIs hold:
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Other symbols have been defined in Theorem 1.
Moreover, the filter parameters in (3) are given as follows:

D X D K X K E and G iˆ , , ,i i i2
1

2
1 ̂= = ∈− − V (33)

where D Ddiag { }N i= , K Kdiag { }i N
i

i= , E Ediag { }N i= , G Gdiag { }i N
i

i= .

Proof. It can be derived from Ψ < 0 in (17) that

τ R d R X XΦ 0M
i

N

i M
i

N

i
T

12
2

1
1

2

1
2∑ ∑= + − − <

= = (34)

Then, by combining R1i > 0, R2i > 0 and (34), X > 0 is obtained.

Furthermore, define X
X X
X X

1 2

3 2
= ⎡

⎣⎢
⎤
⎦⎥
with nonsingular matrix X2 and

apply the expression into all the X in Theorem 1. In addition, replace
the Ã, B∼, Či, Ďi, Ẽ, Fǐ, Ǧi in Theorem 1 with the definitions in (13). Let
the definitions of Ĉi in (24) and Ω in (25) substitute into the Ĉi and Ω in

Theorem 1, respectively. As a consequence, Theorem 2 is directly
yielded from Theorem 1 by substituting X D2 and X Ki2 with D̂ and K̂i,
respectively.

This completes the Proof. □

4. Simulation examples

In this section, in order to confirm the usefulness of the distributed
H∞ filters (3) proposed in this paper, two examples will be given in the
following.

Example 1. Consider a continuous stirred tank reactor [8] diagrammed
in Fig. 2, where the stirrer driven by a motor can stir the reactor feed Rin

and then the reactor product Rout can be obtained at the bottom of
reactor. The concentration of reactor product plays an important role in
getting the desired product, which should be monitored all the time.
Although the traditional chemical approaches to measuring the
concentration of the desired product can achieve the monitoring
objective, it will increase the cost by using such direct measurements.
Signal processing approaches such as the distributed event-triggered
H∞ filter design method proposed in this paper can be chosen as a
substitution, where the reactor temperature RT is measured by two
sensors to estimate the concentration of reactor product as shown in
Fig. 2.

At time instant t, assume x1(t) and x2(t) denote the concentration of
the educt from Rin and the concentration of product Rout, respectively.
x3(t) stands for the reactor temperature RT [8]. Then, near the operating
point, the linearized state-space model of the continuous stirred tank
reactor can be represented as the form (1) with

A B L
0.9388 0 0.0459

0.6250 0.9388 0.0125
0.9355 2.4449 0.8894

,
0
1
0

, [0 1 0]= ⎡

⎣
⎢

−
− −

− −

⎤

⎦
⎥ = ⎡

⎣
⎢

⎤

⎦
⎥ =

(35)

and x t x t x t x t( ) [ ( ) ( ) ( )]T
1 2 3= , x [0 1 0.8]T

0 = − , ω t( ) =
t e t

otherwise
0.3 sin( ) , 0 3;

0, .

t0.01⎧
⎨⎩

< <−

The adjacency matrix of the two sensors is given as 1 0
1 1⎡

⎣
⎤
⎦
. The

Fig. 2. A continuous stirred tank reactor with two sensor nodes.
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parameter matrices of (2) are chosen as C C [0 0 1]1 2= = , take the
nonlinear signals of cyber-attacks as f(y1(t))=− tanh(0.15y1(t)), f
(y2(t))=− tanh(0.08y2(t)). Then from Assumption 2, the constraint
condition (14) can be satisfied when choosing the upper bounds
F1= 0.15 and F2= 0.08.

Further more, given upper bound of time-delays τM=0.6s,
dM=0.4s, threshold values ρ1= 0.45, ρ2= 0.5, trigger threshold
parameters σ1= 0.4, σ2= 0.5 and scalar γ=2. According to the in
equation (6), the restraint coefficients of sensor saturations are chosen
as ɛ1= ɛ2= 0.2. Specify the expectation of occurring cyber-attacks as
α 0.03= . Then, under sampling period h=0.1s, the following para-
meters of distributed H∞ filters and the weighting matrices of dis-
tributed event-trigger scheme are derived from Theorem 2.

D

D

K K

E
E G
G

1.0690 0.0018 0.0225
0.2193 0.7705 0.0963
0.1894 0.7697 0.9262

,

1.0830 0.0261 0.0413
0.6267 0.3288 0.1510
0.2988 0.8101 0.6358
0.0019
0.0022
0.0423

,
0.0016

0.0024
0.0184

,

[ 0.0213 1.2144 0.1770]
[0.4763 1.0342 0.0662], 0.0793,

0.0416, Ω 0.0679, Ω 0.0375

1

2

1 2

1

2 1

2 1 2

=⎡

⎣
⎢

− −
− −

− −

⎤

⎦
⎥

=⎡

⎣
⎢

− −
− −

− −

⎤

⎦
⎥

=⎡

⎣
⎢

−
−
−

⎤

⎦
⎥ = ⎡

⎣
⎢

−

−

⎤

⎦
⎥

= − −
= − =

= = =

Fig. 3. Output of saturated sensors in Example 1.

Fig. 4. The cyber-attacks signals in Example 1.
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In addition, the following simulation results from Figs. 3–7 can be
obtained at the same time. Fig. 3 shows the output of saturated sensors.
The signals of cyber-attacks and the Bernoulli distribution variable α(t)
are shown in Figs. 4 and 5, respectively. The release instants and in-
tervals of sensors are presented in Fig. 6. It is clearly that the trans-
mitted data packets are reduced under the distributed event-triggered
scheme, which relieves the load of network bandwidth effectively. The
filtering errors of filters are depicted in Fig. 7, which shows that the
concentration of the desired reactor product Rout is well estimated by
the distributed H∞ filters designed in this paper.

Example 2. Consider a continuous linear system as

x t x t ω t

z t x t

̇ ( ) 0.1 0.4
0 0.5 ( ) 0.2

0.5 ( )

( ) [0.1 0.1] ( )

⎧

⎨
⎩

= ⎡
⎣

−
−

⎤
⎦

+ ⎡
⎣

⎤
⎦

= (36)

where x 1.5
0.80 = ⎡

⎣
− ⎤

⎦
and ω t t t

otherwise
( ) 1.2 sin(2 ), 0 10;

0, .
= ⎧

⎨⎩

< <
Given a

sensor network topology with three sensor nodes shown in Fig. 8,
where each sensor node has default self-loop. The constant matrices of
sensors are C [3 0]1 = , C [1 2]2 = − , C [ 1 1.2]3 = − . The cyber-attacks
are modeled as nonlinear functions, namely, f(y1(t))=− tanh
(0.12y1(t)), f(y2(t))=− tanh(0.25y2(t)), f(y3(t))=− tanh(0.15y3(t)),
which are subject to Assumption 2 with upper bounds F1= 0.12,
F2= 0.25 and F3= 0.15.

In light of Theorem 2, where the parameters choose τM=0.5,
dM=0.3, ɛ1= ɛ2= ɛ3= 0.2, σ1= 0.05, σ2= 0.1, σ3= 0.25, γ=2,
α 0.08= , the parameters of distributed H∞ filters and distributed event-
triggered scheme can be obtained under sampling period h=0.01s as
follows:

Fig. 5. Bernoulli distribution variable α(t) in Example 1.

Fig. 6. Release instants and intervals of all the sensors in Example 1.
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D D

D

K K K

E E
E

G G G

0.9251 0.1017
0.2249 0.8484 , 0.8956 0.0291

0.0839 0.9637 ,

0.9000 0.1065
0.0058 0.8637

0.0284
0.0109 , 0.0171

0.0109 , 0.0047
0.0038

[ 0.0763 0.0850], [ 0.1025 0.0866],
[ 0.1010 0.0761]

0.0096, 0.0027, 0.0007,
Ω 2.0923, Ω 2.0908, Ω 1.8196

1 2

3

1 2 3

1 2

3

1 2 3

1 2 3
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−
− −

⎤
⎦

= ⎡
⎣

−
− −

⎤
⎦

= ⎡
⎣

−
− −

⎤
⎦

= ⎡
⎣

−
−

⎤
⎦

= ⎡
⎣

− ⎤
⎦

= ⎡
⎣−

⎤
⎦

= − − = − −
= − −

= = = −
= = =

Fig. 9 depicts the output of sensors, where the phenomena of sensor
saturations can be observed. The signals of cyber-attacks and the Ber-
noulli distribution variable α(t) are shown in Figs. 10 and 11,

Fig. 8. The topology of the sensor networks in Example 2.

Fig. 7. Filtering errors in Example 1.

Fig. 9. Output of saturated sensors in Example 2.
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respectively. The release instants and intervals of three sensors are
presented in Fig. 12. Moreover, the comparisons of trigger times for
data transmission under different schemes are shown in Table 1, where
the simulation is performed in time interval [0, 50s] with sampling
period 0.01s. From Table 1, it can be seen that the trigger times of each
node under time-triggered scheme are all 5000, while under distributed
event-triggered scheme the trigger times of node 1, node 2, node 3 are
147, 171 and 85, respectively. Therefore, the number of broadcast data
can be significantly reduced by adopting the distributed event-triggered
scheme. Fig. 13 shows the filtering errors for sensor networks. Ob-
viously, the simulation results above verify the usefulness of the de-
signed distributed H∞ filters when considering sensor saturations, dis-
tributed event-triggered scheme and cyber-attacks.

5. Conclusions

This paper investigates the issue of distributed event-triggered H∞

filtering over sensor networks with sensor saturations and cyber-at-
tacks. The distributed event-triggered scheme is applied in geo-
graphically distributed sensor nodes to reduce the occupancy of limited
network bandwidth and then load of network is alleviated. In view of
the effects of both sensor saturations and cyber-attacks, a novel model
of distributed event-triggered H∞ filtering system is constructed. On
basis of the new model, sufficient conditions guaranteeing the system
asymptotically stable are obtained by means of Lyapunov stability
theory. Moreover, the explicit expressions of distributed H∞ filters and
the weighting matrices of distributed event-triggered scheme are
achieved by solving a set of LMIs. Finally, two examples are provided to

Fig. 10. The cyber-attacks signals in Example 2.

Fig. 11. Bernoulli distribution variable α(t) in Example 2.
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demonstrate the usefulness of the distributed H∞ filters designed in this
paper. In our future work, the hybrid triggered scheme will be in-
vestigated in the analysis and synthesis of distributed systems with
sensor saturations and cyber-attacks.
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Fig. 12. Release instants and intervals of all the sensors in Example 2.

Fig. 13. Filtering errors in Example 2.

Table 1
Comparisons of trigger times for data transmission under different schemes.

node 1 node 2 node 3

time− triggered scheme 5000 5000 5000
distributed event− triggered scheme 147 171 85
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