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The estimator design is proposed for CPSs with limited communication resources, sensor saturation and DoS attacks.
The event-triggered scheme and quantization mechanism are adopted to relieve the effects of limited communication resources.
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a b s t r a c t

This paper addresses the issue of the state estimation for cyber–physical systems (CPSs) with limited
communication resources, sensor saturation and denial-of-service (DoS) attacks. In order to conveniently
handle nonlinear term in CPSs, a Takagi–Sugeno (T–S) fuzzy model is borrowed to approximate it. The
event-triggered scheme and quantizationmechanism are introduced to relieve the effects brought by lim-
ited communication resources. By taking the influence of sensor saturation and DoS attacks into account,
a novel mathematical model of state estimation for CPSs is constructed with limited communication
resources. By using the Lyapunov stability theory, the sufficient conditions, which can ensure the system
exponentially stable, are derived. Moreover, the explicit expressions of the event-based estimator gains
are obtained in the form of linear matrix inequalities (LMIs). At last, a simulated example is provided for
illustrating the effectiveness of the proposed method.

© 2018 ISA. Published by Elsevier Ltd. All rights reserved.
1. Introduction

Cyber–physical systems (CPSs) are regard as a class of themulti-
imensional complex systems which integrate the physical en-
ironment, network and computational capability. Recently, the
odeling and analysis of CPSs have been paid widespread atten-

ions because of the wide spectrum of applications in areas such as
ransportation networks, healthcare and power generation, which
eads to numbers of publications. For example, the authors in [1]
nvestigate the transportation-cyber–physical systems which are
pplied in the vehicle-to-infrastructure-based communications to
vert traffic disasters and traffic jams. In [2], the nonlinear CPSs
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with multiple stochastic incomplete measurements are discussed
where a T–S fuzzy model is used for approximating the physical
process. T–S fuzzy model is firstly proposed in [3], which can be
used to approximate nonlinear systems by a set of local linear sys-
tems smoothly connected by fuzzy membership functions. Since
T–S fuzzy model is an effective method of modeling nonlinear
systems, considerable attentions have been paid by scholars and
lots of achievements have been acquired [4–8]. For instance, a class
of T–S fuzzy systems is studied with the consideration of non-
fragile distributed H∞ filtering problem [4]. With the assistance
of the T–S fuzzy model, the authors propose the algorithm of H∞

filtering design for networked systems in [5]. The authors in [8]
address the issue of continuous-time T–S fuzzy systems by using
the time derivatives. Motivated by this work, T–S fuzzy model
which can be utilized to approximate nonlinear systems by a series
of local linear systems is borrowed to describe CPSs in this paper.

Due to the extensive attentions paid to CPSs, the problem of
state estimation for CPSs has aroused considerable interests. Lots
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of scholars devote themselves into investigating the issue and
numerous results are available. In [9], the state estimation of the
wireless CPSs subjected to DoS attacks is investigated. The authors
in [10] focus on the state estimation of CPSs with DoS attacks
occurring in a wireless channel. A finite time event-triggered su-
pervised estimator is designed to estimate linear CPSs under the
event-driven scheme [11]. Apart from the above statement about
estimating CPSs, the issue of sensor saturation has also fascinated
plenty of academics for the reason that sensor saturation is likely
to undermine the stability of CPSs to some degree. It need to be
pointed out that the physical process is measured by a series of
sensors where there always exists sensor saturation. In fact, many
efforts have been devoted into researching sensor saturation for
several years and massive achievements are obtained [12,13]. By
taking the sensor saturations into account, the distributed H∞

filter is designed in [12] to estimate sensor networks. With the
consideration of randomly occurring sensor saturation, the authors
in [13] investigate the problem of the H∞ estimator design of
complex networks. It needs to be pointed out that the problem of
the state estimation for CPSs has received wide attentions in the
recent years, however, the research of estimating CPSs with sensor
saturation has not been fully done yet, which initially motivates
this paper.

In CPSs, owing to the limitation of bandwidth and communi-
cation resources, it may bring some problems which can degrade
the system performance. How to handle the problems of lim-
ited communication resources has been widely discussed. During
the past years, the periodic sampling (time-triggered scheme) is
a frequently-used signal processing method, where the signals
are sampled and transmitted at a fixed interval. However, the
periodic sampling brings the issue of redundant data transmis-
sion, which results in the great network load. For the purpose of
relieving the burden of communication network, various event-
triggered schemes are proposed [14–16]. One of the famous event-
triggered schemes is an event-triggered scheme relying on dis-
crete supervision of the system states, which is firstly proposed
in [16]. This event-triggered scheme only supervises the difference
between the states sampled in discrete instants and the data can
be transmitted only when they satisfy the given condition. Based
on [16], numerous researches with event-triggered scheme are
carried out during the last decade [17–28]. For instance, the net-
worked systems with multiple sensor distortions is investigated
in [22] by utilizing the event-triggered scheme mentioned [16].
Inspired by [16], the authors propose an adaptive event-triggered
communication mechanism where the assumption of the prior
work is relaxed in [23]. On the basis of the event-triggered scheme
presented in [16], the authors in [25] propose a newdiscrete event-
triggered transmission protocol for networked control systems
(NCSs) with delays and noise. Motivated by the work in [16],
the resilient event-triggering communication scheme is proposed
to improve the performance of NCSs with periodic DoS attacks
in [27]. Based on the event-triggered scheme proposed in [16],
the hybrid-driven scheme is proposed in [28], which combines the
advantages of the time-triggered scheme and the event-triggered
scheme. The authors in [29] address the problemofH∞ filter design
for neural networks with the hybrid-driven scheme. By adopting
the hybrid-driven scheme, the issue of H∞ control for networked
cascade control systems is addressed in [30]. Besides, the hybrid-
driven scheme proposed in [28] is utilized to study the T–S fuzzy
systems [5,31,32]. In addition to the event-triggered mechanism
as stated above, the quantization mechanism is also adopted to
relieve the influence of limited communication resources [33–
40]. In [33], the authors use quantization mechanism to alleviate
network transmission load of NCSs. A quantization mechanism is
utilized to relieve the network bandwidth burden of Markovian

jump systems in [36]. By using the quantization mechanism, the
authors in [40] design the robust fuzzy-model-based filter for
networked systems. Motivated by the above research, the event-
triggered scheme and quantization mechanism are introduced in
this paper to alleviate the effects of limited communication re-
sources.

It is well known that the introduction of the network has
brought many advantages to CPSs, however, it also may lead to the
common communication constraints such as packet dropouts, lim-
ited bandwidth and time delay [41]. In addition, the network may
be susceptible to cyber attacks due to the openness of communica-
tionnetworks [42]. In general, there are three kinds of cyber attacks
including injection attacks, deception attacks and DoS attacks [29].
The injection attacks aim to replace the transmitted signal with
the false data when the data is transmitted via the network. The
deception attacks replace normal data by pretending to be trusted
parties to degrade system performance. Different from the above
attacks, the purpose of the DoS attacks is to make efforts to block
data transmission. Recently, the cyber attacks have been paid
considerable attentions by researchers and a great many results
have been available in the literature. For instance, considering the
influence of false data injection attacks, the issue of estimating the
NCSs is addressed in [43]. From an attacker’s point of view, the
optimal attacking region is determined while a false data injection
attack takes place in a power grid [44]. The problem of H∞ filter
design for neural networks is investigated under the consideration
of deception attacks [29]. By considering the effects of DoS attacks,
the robust stabilization of NCSs with event-triggered scheme and
quantization is studied in [26]. In [45], CPSs with DoS attacks
are studied where the data is transmitted over the network from
sensors to remote estimators. The event-triggered control model
for CPSs subjected to DoS attacks is constructed in [46]. To the best
of our knowledge, with the consideration of DoS attacks, the issue
of state estimation for CPSs with limited communication resources
and sensor saturation has been paid few attentions, which is the
second motivation of this paper.

The rest of this paper is organized as follows. In Section 2, the
mathematical models of considered problems are presented, re-
spectively and systemmodeling is given. In Section 3, the sufficient
conditions are acquired which can guarantee the exponential sta-
bility of the system and the desired estimator gains are accurately
derived. In Section 4, a simulated example is supplied to illustrate
the usefulness of designed estimator.

Notation. R>0, Rm and Rm×n represent the set of positive real
scalars, the m-dimensional Euclidean space and the set of m ×

n real matrices, respectively; the superscript T denotes matrix
transposition; I is the identity matrix with appropriate dimension;
for X ∈ Rm×m, the notation X > 0 represents that the matrix X is
real symmetric positive definite. For amatrix B and two symmetric

matrices A and C ,
[
A ∗

B C

]
stands for a symmetric matrix, where ∗

refers to the entries implied by symmetry. L2[0,∞) denotes the
space of square-integrable vector functions defined on [0,∞). N
denotes the set of non-negative integers. For a scalar ϵ > 0, ∥xt∥ϵ ≜
sup−ϵ≤θ≤0{∥ẋ(t + θ )∥, ∥x(t + θ )∥}, where x(t) is a continuous
function t−k2,n denotes that tk2,n belongs to time interval [tk1,n, tk2,n).

2. Problem formulation and modeling

2.1. System description

The framework of event-triggered state estimation for CPSs
under sensor saturations, quantization and DoS attacks is shown
in Fig. 1, where the data transmission between the quantizer and
estimator is realized over the network with DoS attacks. In the

following, we will give the mathematical model of the physical
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plant, event-triggered scheme, sensor saturation, quantizer and
DoS attacks, respectively.

Consider the physical process which can be described as the
following continuous-time nonlinear system:

ẋ(t) = f (x(t)) + Bw(t) (1)

where x(t) ∈ Rm1 is the state vector;w(t) denotes the disturbance
input vector belonging to L2[0,∞); B is the known system matrix
with appropriate dimensions; f (x(t)) is a smooth function with
f (0) = 0.

In order to conveniently dealwith the nonlinear function f (x(t))
in (1), f (x(t)) is assumed to be approximated by T–S fuzzy model
here. By using the T–S fuzzy model based on fuzzy IF-THEN rules,
the ith rule of fuzzy linear model is given as follows which can
describe the above system (1).

IF h1(x(t)) is H i
1 and hι(x(t)) is H i

ι , THEN

ẋ(t) = Aix(t) + Biw(t) (2)

where i ∈ R = {1, 2, . . . , r}, r is the number of IF-THEN rules;
H i
v (i ∈ R, v = 1, 2, . . . , ι) denote the fuzzy sets; hv(x(t)) are fuzzy

premise variables; for simplicity,hv(x(t)) = [h1(x), h2(x), . . . , hι(x)]
is abbreviated as h(x); Ai and Bi are constant matrices.

By the utilization of a center-average defuzzifier, product inter-
ference and singleton fuzzifier, the system (2) can be expressed as
follows:

ẋ(t) =

r∑
i=1

ϕi(h(x))[Aix(t) + Biw(t)] (3)

where ϕi(h(x)) =
θi(h(x))∑r
i=1 θi(h(x))

, θi(h(x)) =
∏ι

v=1 θ
i
v(hv(x)), θ

i
v(hv(x))

stands for the grade membership value of hv(x). ϕi(h(x)) is the
normalized membership function which satisfies ϕi(h(x)) ≥ 0,∑r

i=1 ϕi(h(x)) = 1.

Remark 1. T–S fuzzy model firstly proposed in [3] can be uti-
lized to approximate nonlinear systems by many local linear sys-
tems which are smoothly linked together through fuzzy member-
ship functions. As a mathematical tool, T–S fuzzy model has been
demonstrated to be an effective method of modeling numerous
nonlinear systems [2,23,31]. In this paper, T–S fuzzy model is bor-
rowed to describe the CPSs with limited communication resources
under the consideration of sensor saturation and DoS attacks.

For the local sensor, give the measurement model as follows⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
y(t) =

r∑
i=1

ϕi(h(x))Cix(t)

z(t) =

r∑
i=1

ϕi(h(x))Lix(t)
(4)

where y(t) ∈ Rm2 is the ideal measurement; z(t) ∈ Rm3 is
the signal to be estimated; Ci and Li are constant matrices with
appropriate dimensions.

2.2. State estimation

The purpose of the paper is designing the estimator to es-
timate the CPSs with limited communication resources, sensor
saturation and DoS attacks. As shown in Fig. 1, an event generator
is located between the sensor and the quantizer which is used for
determining whether the sampled data should be delivered to the
quantizer or not. In addition to the event generator, the quantizer is
utilized to save the limited communication resources. At the same
time, the influences of sensor saturation and DoS attacks in the
network are both considered.

Consider the following state estimator:
 ε
Fig. 1. The structure of the state estimation for CPSs with DoS attacks.

IF h1(x̂(t)) is G
j
1 and hϱ(x̂(t)) is Gj

ϱ , THEN⎧⎨⎩
˙̂x(t) = Ajx̂(t) + Kj(ỹ(t) − ŷ(t))
ŷ(t) = Cjx̂(t)
ẑ(t) = Ljx̂(t)

(5)

here x̂(t) ∈ Rm1 is the estimated state vector and Kj denote
he state estimator parameters to be determined, ỹ(t) is the actual
input of the state estimator and ŷ(t) is the estimation of y(t), ẑ(t) ∈

Rm3 is the estimation of z(t). Gj
l(j ∈ R, l = 1, 2, . . . , ϱ) denote the

fuzzy sets, hl(x̂(t)) are premise variables. For simplicity, h(x̂) is used
to represent hl(x̂(t)) and hl(x̂) = [h1(x̂), h2(x̂), . . . , hϱ(x̂)]. Aj are Cj
are the parameter matrices with appropriate dimensions.

Then, the fuzzy state estimator can be described as follows.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

˙̂x(t) =

r∑
j=1

ψj(h(x̂))[Ajx̂(t) + Kj(ỹ(t) − ŷ(t))]

ŷ(t) =

r∑
j=1

ψj(h(x̂))Cjx̂(t)

ẑ(t) =

r∑
j=1

ψj(h(x̂))Ljx̂(t)

(6)

here ψj(h(x̂)) =
ςj(h(x̂))∑r
j=1 ςj(h(x̂))

, ςj(h(x̂)) =
∏ϱ

l=1 G
j
l(hl(x̂)), G

j
l(hl(x̂))

enotes the grade membership value of hl(x̂). ψj(h(x̂)) which
resents the normalizedmembership function satisfyψj(h(x̂)) ≥ 0,
r
j=1 ψj(h(x̂)) = 1.

emark 2. From (3) and (6), one can see that the premise variable
j(h(x̂)) in (6) is assumed to be different from ϕi(h(x)) in (3), which
ill be handled in the next section. Based on the estimator model
6), the problem of state estimation for CPSs is firstly addressed
ith limited communication resources, sensor saturation and DoS
ttacks in this paper.

.3. Sensor saturation

In this paper, sensor saturation is taken into account, which can
e described by a saturation function sat(ϑ) = [sat(ϑ1), sat(ϑ2),
· ·, sat(ϑs)]T ∈ Rs and the definition of each element for sat(ϑ) is
iven as follows [12]:

at(ϑi) =

⎧⎨⎩
ρi, ϑi > ρi

ϑi,−ρi < ϑi < ρi, i = 1, 2, . . . , s
−ρi, ϑi < −ρi

(7)

here ρi represents the threshold value of ith sensor saturation.
In addition, the saturation function can be decomposed into a

inear part and a nonlinear part, that is sat(ϑ) = ϑ − φ(ϑ). Then,
here exists a real number ε ∈ (0, 1) such that

ϑTϑ ≥ φT (ϑ)φ(ϑ) (8)
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where φ(ϑ) is a nonlinear function.
As results, the real output of sensor nodewith sensor saturation

is

ȳ(t) = sat(y(t)) = y(t) − φ(y(t)) (9)

holds for the constraint that for ε ∈ (0, 1),

εy(t)Ty(t) ≥ φT (y(t))φ(y(t)) (10)

Remark 3. It should be noted that the saturation considered in
this paper belongs to sensor saturation. The behavior of sensor sat-
uration usually occurs in physical system when the system output
value measured by a sensor is larger than its dynamic range owing
to the physical/technological restrictions. In order to describe the
influence of sensor saturation quantitatively, a saturation function
sat(ϑ) is introduced which can be divided into two parts, namely,
a linear part ϑ and a nonlinear part φ(ϑ).

2.4. Event-triggered scheme

In order to alleviate the impact of limited communication
resources, the event-triggered scheme is adopted in this paper,
which is shown in Fig. 1. Whether the sampled data is delivered
or not depends on the given event-triggering condition which is
presented as follows [47].

eT (tkh)Ωe(tkh) ≤ σ ȳT (tkh + ah)Ω ȳ(tkh + ah) (11)

where e(tkh) = ȳ(tkh) − ȳ(tkh + ah), h is the sampling period,
tkh denotes the latest transmitting instant, σ ∈ [0, 1) is a design
parameter, Ω > 0 and a = 1, 2, . . .. Then the next triggering
instant tk+1h can be expressed by

tk+1h = tkh + min
a∈N

{ah|eT (tkh)Ωe(tkh)

> σ ȳT (tkh + ah)Ω ȳ(tkh + ah)} (12)

Remark 4. In inequality (11), σ is a positive parameter, which can
determine the frequency of event-triggered scheme. When σ = 0,
it indicates that all sampled data are delivered. When σ ∈ (0, 1),
it means that the measurement data will be transmitted via the
network only when they exceed the threshold in (11). It should
be pointed out that the event-triggered algorithm (12) is firstly
proposed in [16], where the difference between the states sampled
in discrete instants is supervised. In this paper, the event-triggered
scheme is adopted to investigate the issue of the quantized state
estimation for CPSs with sensor saturation and DoS attacks.

2.5. Signal quantization

For the purpose of further relieving the effects brought by
limited communication resources, a quantization mechanism is
introduced to save communication resources. In Fig. 1, the log-
arithmic quantizer q(·) is located between the sensor and the
estimator, which is defined as follows to quantize the quantizer
input ye(t) [2,12].

q(yi) =

⎧⎪⎨⎪⎩
zi, yi > zi,

zi
1 + δi

< yi <
zi

1 − δi
0, yi = 0
−q(−yi), yi < 0

(13)

where δi =
1−ri
1+ri

, ri is quantization density of q(·). Besides, the set
of quantized levels can be described by

Z = {±zi : zi = riz0, i = ±1,±2, . . .}
∪{±z } ∪ {0}, 0 < r < 1, z > 0. (14)
0 i 0
Define

q(y) = diag{q1(y1), q2(y2), . . . , qn(yn)} (15)

Due to the symmetry of logarithmic quantizer, qi(−yi) =

qi(yi), then we have

i(yi) = (1 +∆qi(yi))yi (16)

here |∆qi(yi)| ≤ δi. For simplicity, we use ∆qi to denotes ∆qi(yi),
t yields that

(y) = (I +∆q)y (17)

here∆q = diag{∆q1,∆q2, . . . ,∆qn}.
Then the transmitted data via quantizer can be expressed as

ollows:

q(t) = yq(ye(t)) = (I +∆q)ye(t) (18)

emark 5. The purpose of introducing quantization is to further
ave network bandwidth and alleviate the effects of limited com-
unicated resources. In general, there are two kinds of quantizers,

hat is, dynamic quantizers (e.g. uniform quantizers) and static
uantizers (e.g. logarithmic quantizers) [48]. The quantizer (13)
dopted in this paper is a logarithmic quantizerwhich can quantize
he input ye(t) to save limited bandwidth and energy consumption.

.6. DoS attacks

As shown in Fig. 1, we consider the effects of cyber attacks in
his paper, which are assumed to be periodic DoS attacks described
y the following DoS jamming signal [26]:

DoS(t) =

{
1, t ∈ [(n − 1)T , (n − 1)T + Tsleep)
0, t ∈ [(n − 1)T + Tsleep, nT )

(19)

here n ∈ N stands for the period number; T ∈ R>0 represents
he period of the jammer; Tsleep stands for the sleeping time of the
ammer, which is with minimum boundary Tmin

sleep in every period T ,
amely, Tmin

sleep ≤ Tsleep < T . Therefore, in a period T , [0, Tsleep) rep-
esents the interval when DoS jamming attack is off and [Tsleep, T )
enotes the interval when the jamming signal is active. That is to
ay, the communication is successful in ∪n∈N [(n− 1)T , (n− 1)T +

sleep) while is blocked in∪n∈N [(n−1)T +Tsleep, nT ). It is worthy of
eing mentioned that Tsleep has no need to keep time-invariant for
ulse-Width Modulated jamming as described in [26]. Therefore,
e might as well presume that Tsleep = Tmin

sleep over which the event-
riggered scheme (20) maintain a ‘‘worse-case jamming scenario’’.

Under the consideration of periodic DoS attacks, the communi-
ation is denied over the time intervals ∪n∈N [(n− 1)T + Tmin

sleep, nT )
hen the event-triggering condition (11) is no longer satisfied.Mo-
ivated by [27], a novel event-triggered mechanism is introduced
hich is resilient towards the periodic DoS attacks (19).

ssumption 1. The cyber attacks discussed in this paper belong
o the periodic DoS attacks. Further, with the consideration of the
eriodic DoS attacks (19), the event-triggered instant is defined as
ollows [25]:

k,nh = {nT } ∪ {tkah satisfying (11)|

tkah ∈ [(n − 1)T , (n − 1)T + Tmin
sleep)} (20)

here ka(a∈ N ), k represents the number of triggering times
ccurring in ath jammer action period.

emark 6. In recent years, DoS attacks have received considerable
ttentions,which can bring out packet dropouts and reduce system
erformance. Many scholars devote themselves into the analysis
nd design of various systems subjected to DoS attacks [27,49]. Up
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to now, there are no publications for estimating CPSs with event-
triggered scheme and DoS attacks. In this paper, the co-design of
both the event-triggered scheme (11) and the periodic DoS attacks
(19) for CPSswith sensor saturation andquantization is given in the
next subsection, which is obviously different from the problems
investigated in existing publications.

Remark 7. In inequality (11), the event-triggering condition
eT (tkh)Ωe(tkh) ≤ σ ȳT (tkh + ah)Ω ȳ(tkh + ah) holds for ∀tk, k ∈ N
without the consideration of DoS attacks. Nevertheless, in (20),
this triggering condition can hold only in the intervals ∪n∈N [(n −

)T , (n − 1)T + Tmin
sleep) rather than ∀tk, k ∈ N due to the existence

of the periodic DoS attacks (19). Especially, the communication is
blocked in the intervals ∪n∈N [(n − 1)T + Tmin

sleep, nT ) where there
s no event happening, then the triggering instant is only the right
ndpoint nT .

.7. Modeling of CPSs with periodic DoS attacks

To simplify representation, for n ∈ N , denote D1,n ≜ [(n −

)T , (n − 1)T + Tmin
sleep), D2,n ≜ [(n − 1)T + Tmin

sleep, nT ), Fk,n ≜

tk,nh, tk+1,nh), k ∈ {0, 1, . . . , k(n)} ≜ G(n), t0,nh ≜ (n−1)T (h < T ),
nd

(n) = sup
{
k ∈ N |tk,nh ≤ (n − 1)T + Tsleep

}
Then the time interval Fk,n can be divided into

k,n =

{
∪

ok,n
ζ=1[tk,nh + (ζ − 1)h, tk,nh + ζh)

∪[tk,nh + ζk,nh, tk,nh)
}

(21)

here k ∈ G(n), n ∈ N , and ok,n ≜ inf {ζ ∈ N |tk,nh+ζh ≥ tk,n+1h}.
Set⎧⎨⎩
Gζk,n = [tk,nh + (ζ − 1)h, tk,nh + ζh),
ζ ∈ {1, 2, . . . , ok,n − 1}
Gok,n
k,n = [tk,nh + (ok,n − 1)h, tk+1,nh)

(22)

Note that

1,n = ∪
G(n)
k=0 {Fk,n ∩ D1,n} ⊆ ∪

G(n)
k=0Fk,n (23)

By combining (21), (22) and (23), the interval D1,n can be rep-
esented as

1,n = ∪
G(n)
k=0 ∪

ok,n
ζ=1

{
Gζk,n ∩ D1,n

}
(24)

Let Oζk,n = Gζk,n ∩ D1,n, then we have D1,n = ∪
G(n)
k=0 ∪

ok,n
ζ=1 Oζk,n.

herefore, the definitions of two piecewise functions are given as
ollows:

k,n(t) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
t − tk,nh, t ∈ O1

k,n
t − tk,nh − h, t ∈ O2

k,n
...

t − tk,nh − (ok,n − 1)h, t ∈ Ook,n
k,n

nd

k,n(t) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0, t ∈ O1

k,n
ȳ(tk,nh) − ȳ(tk,nh + h), t ∈ O2

k,n
...

ȳ(tk,nh) − ȳ(tk,nh + (ok,n − 1))h, t ∈ Ook,n
k,n

According to the definitions of dk,n(t) and ek,n(t), it yields that
k,n(t) ∈ [0, h), t ∈ Fk,n ∩ D1,n. Then the event-triggered sampled
tate ȳ(tk,nh) can be described as:

(t) = ȳ(t h) = e (t) + ȳ(t − d (t)) (25)
e k,n k,n k,n
Define e(t) = x(t) − x̂(t), z̄(t) = z(t) − ẑ(t), then by combining
(3), (4), (6), (9), (18) and (25), the estimation error system is
obtained

ė(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

r∑
i=1

r∑
j=1

ϕi(h(x))ψj(h(x̂))
[
(Ai − Aj

+ KjCj)x(t) + (Aj − KjCj)e(t)
− Kj(I +∆q)Cix(t − dk,n(t))
+ Kj(I +∆q)φ(Cix(t − dk,n(t)))
+ Biw(t) − Kj(I +∆q)ek,n(t)

]
,

t ∈ D1,n ∩ Fk,n, k ∈ G(n)
r∑

i=1

r∑
j=1

ϕi(h(x))ψj(h(x̂))
[
(Ai − Aj

+ KjCj)x(t) + (Aj − KjCj)e(t)
+ Biw(t)] , t ∈ D2,n, n ∈ N

(26)

z̄(t) =

r∑
i=1

r∑
j=1

ϕi(h(x))ψj(h(x̂))
[
(Li − Lj)x(t)

+ Lje(t)
]

(27)

In order to simplify representation, ϕi(h(x)), ψj(h(x̂)) are abbre-
viated as ϕi and ψj, respectively.

Define

η(t) =
[
xT (t) eT (t)

]T
, z̃(t) =

[
zT (t) z̄T (t)

]T
Āij =

[
Ai 0

Ai − Aj + KjCj Ai − KjCj

]
, B̄i =

[
Bi
Bi

]
C̄ij =

[
0 0

−Kj(I +∆q)Ci 0

]
, V̄j =

[
0

Kj(I +∆q)

]
Ēj =

[
0

−Kj(I +∆q)

]
, L̄ij =

[
Li 0

Li − Lj Lj

]
H =

[
I 0

]
Then the Eqs. (26) and (27) can be expressed as

η̇(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

r∑
i=1

r∑
j=1

ϕiψj
[
Āijη(t) + B̄iw(t)

+ C̄ijη(t − dk,n(t)) + Ējek,n(t)
+ V̄jφ(CiHη(t − dk,n(t)))

]
,

t ∈ D1,n ∩ Fk,n, k ∈ G(n)
r∑

i=1

r∑
j=1

ϕiψj
[
Āijη(t) + B̄iw(t)

]
,

t ∈ D2,n, n ∈ N

(28)

z̃(t) =

r∑
i=1

r∑
j=1

ϕiψjL̄ijη(t) (29)

In order to conveniently represent the Eqs. (28) and (29), we
introduce the following variable

β(t) =

{
1, t ∈ [−h, 0] ∪ (∪n∈ND1,n)
2, t ∈ ∪n∈ND2,n

For β(t) = m ∈ {1, 2} and n ∈ N , define

tm,n =

{
(n − 1)T , m = 1
(n − 1)T + Tmin

sleep, m = 2

which means that Dm,n = [tm,n, t3−m,n+m−1), β(tm,n) = m,
−
β(tm,n) = 3 − m.
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According to the definition of β(t), the Eqs. (28) and (29) can be
expressed as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

η̇(t) =

r∑
i=1

r∑
j=1

ϕiψj
[
Āijη(t) + B̄iw(t)

+ C̄m
ij η(t − dk,n(t)) + Ēm

j ek,n(t)

+ V̄m
j φ(CiHη(t − dk,n(t)))

]
,

m ∈ {1, 2}, t ∈ [tm,n, t3−m,n+m−1)

z̃(t) =

r∑
i=1

r∑
j=1

ϕiψjL̄ijη(t)

(30)

where C̄1
ij = C̄ij, V̄ 1

j = V̄j, Ē1
j = Ēj, C̄2

ij = V̄ 2
j = Ē2

j = 0;
η(t) = ϱ(t), t ∈ [−h, 0]; ϱ(t) is the supplemented initial condition
of the state η(t) on [−h, 0], ϱ(0) ≜ ϱ0.

Now, the event-triggered estimator design for CPS with sensor
saturation, quantization and DoS attacks studied in this paper can
be formulated as follows: given a scalar γ > 0, the system (30)
satisfies the following conditions:

(I) The system (30) is exponentially stable if there exist two
positive scalars ν1 > 0 and ν2 > 0 such that ∀t ≥ 0, ∥η(t)∥ ≤

ν1∥ϱ∥he−ν2t for w(t) = 0.
(II) The system (30) has L2-gain less than γ > 0, namely, when

ϱ = 0, the estimator output z̃(t) satisfies ∥z̃(t)∥2≤ γ ∥w(t)∥2 for
all w(t) ∈ L2[0,+∞).

In the following, a lemma is presented to assist us in obtaining
the main results.

Lemma 1 ([50]). For matrices H1 = HT
1 , H2 and H3 with appropriate

dimensions, H1 +H2∆(t)H3 +HT
3∆(t)HT

2 < 0 for any∆(t) satisfying
∆(t)T∆(t) ≤ I , if and only if there exists a parameter m1 > 0 such
that H1 + m1HT

2H2 + m−1
1 H3HT

3 < 0.

3. Main results

Theperformance of estimator error system (30) is discussed and
themain results are exhibited in the following three theoremswith
their corresponding proofs. In Theorem 1, the sufficient conditions
guaranteeing the system (30) exponentially stable are derived.
Then the system performance of CPSs subjected to the external
disturbance w(t) is discussed in Theorem 2. Based on the analysis
in Theorems 1 and 2, the gains of state estimator are obtained in
Theorem 3.

Theorem 1. Given the sequence {nT }n∈N , the period T , Tmin
sleep in

FDoS(t)(19), and the estimator gain matrix Kj. The system (30) is
exponentially stable, if for some prescribed scalars α1 > 0, α2 > 0,
µ1 > 0, µ2 > 0, σ ∈ (0, 1) and h > 0, there exist symmetric
matricesΩ , P1 > 0, P2 > 0, Q1 > 0, Q2 > 0, R1 > 0, R2 > 0, Z1 > 0,
Z2 > 0 andmatrices D1, D2, E1, E2, S1, S2 with appropriate dimensions
such that the following inequalities hold with ψj − ρjψj ≥ 0, i, j ∈ R
and m ∈ {1, 2}.

Ψ m
ij − Wi < 0; (31)

ρiΨ
m
ii − ρiWi + Wi < 0; (32)

ρjΨ
m
ij + ρiΨ

m
ji − ρjWi − ρiWj + Wi

+ Wj < 0(i < j). (33)

P1 ≤ µ2P2, P2 ≤ µ1e2(α1+α2)hP1 (34)⎧⎨⎩
Qm ≤ µ3−mQ3−m

Rm ≤ µ3−mR3−m

Zm ≤ µ3−mZ3−m

(35)

∂ > 0 (36)
 e
where

Ψ 1
ij =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Θ1
11 ∗ ∗ ∗ ∗ ∗

√
hET

1 Θ1
22 ∗ ∗ ∗ ∗

√
hST1 0 Θ1

33 ∗ ∗ ∗
√
hDT

1 0 0 Θ1
44 ∗ ∗

√
hR1Ā1 0 0 0 −R1 ∗

√
hZ1Ā1 0 0 0 0 −Z1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0

Ψ 2
ij =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Θ2
11 ∗ ∗ ∗ ∗ ∗

√
hET

2 Θ2
22 ∗ ∗ ∗ ∗

√
hST2 0 Θ2

33 ∗ ∗ ∗
√
hDT

2 0 0 Θ2
44 ∗ ∗

√
hR2Ā2 0 0 0 −R2 ∗

√
hZ2Ā2 0 0 0 0 −Z2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0

Θ1
11 = Σ11 +Σ1 +ΣT

1 , Θ
1
21 = Σ21 +Σ2 +ΣT

2

Θ1
22 = Θ1

33 = −e−2α1hR1,Θ
2
22 = Θ2

33 = −R2

Θ1
44 = −e−2α1hZ1,Θ2

44 = −Z2
Ā1

=
[
Āij C̄ij 0 Ēj V̄j

]
, Ā2

=
[
Āij 0 0

]

Σ11 =

⎡⎢⎢⎢⎢⎢⎢⎣

υ1 ∗ ∗ ∗ ∗

C̄T
ij P1 υ2 ∗ ∗ ∗

0 0 υ3 ∗ ∗

ĒT
j P1 σΩH̄ 0 σΩ −Ω ∗

V̄ T
j P1 −σΩH̄ 0 −σΩ σΩ − I

⎤⎥⎥⎥⎥⎥⎥⎦
υ1 = P1Āij + ĀT

ijP1 + Q1 + 2α1P1, H̄ =
[
Ci 0

]
υ2 = σ H̄TΩH̄ + εH̄T H̄, υ3 = −e−2α1hQ1

21 =

⎡⎣υ4 ∗ ∗

0 0 ∗

0 0 −e2α2hQ2

⎤⎦
υ4 = P2Āij + ĀT

ijP2 + Q2 − 2α2P2
Σ1 =

[
D1 + E1 −E1 + S1 −D1 − S1 0 0

]
Σ2 =

[
D2 + E2 −E2 + S2 −D2 − S2

]
D1 =

[
DT
11 DT

12 DT
13

]T
,D2 =

[
DT
21 DT

22 DT
23

]T
E1 =

[
ET
11 ET

12 ET
13

]T
, E2 =

[
ET
21 ET

22 ET
23

]T
S1 =

[
ST11 ST12 ST13

]T
, S2 =

[
ST21 ST22 ST23

]T
∂ = 2α1Tmin

sleep − 2α2(T − Tmin
sleep) − 2(α1 + α2)h

− ln(µ1µ2)

Then the system (30) under (19) is exponentially stable with decay
rate ω =

∂
2T .

roof. The following time-varying Lyapunov functional is con-
tructed for system (30):

β(t)(t) = ηT (t)Pβ(t)η(t) +

∫ t

t−h
ηT (t)g(·)Qβ(t)η(t)dsdθ

+

∫ 0

−h

∫ t

t+θ
ηT (t)g(·)Rβ(t)η(t)dsdθ

+

∫ 0

−h

∫ t

t+θ
ηT (t)g(·)Zβ(t)η(t)dsdθ (37)

here Pβ(t) > 0, Qβ(t) > 0, Rβ(t) > 0, Zβ(t) > 0 and g(·) ≜
(−1)β(t)2αβ(t)(t−s).



J. Liu, T. Yin, M. Shen et al. / ISA Transactions 104 (2020) 101–114 107

V

∥

S

=

s
V
T
ω

g
o
s

T
F
(
p
t

w
i

In the following, we will discuss the cases of β(t) = 1 and
β(t) = 2, respectively.

When β(t) = 1, for ∀k ∈ G(n), n ∈ N , calculating the derivation
of V1(t) along the trajectories of the system (30) with m = 1, by
utilizing the free weighting matrix method [31], we obtain that

V̇1(t) ≤ −2α1V1(t) + 2α1η
T (t)P1η(t) + ηT (t)Q1η(t)

− ηT (t − h)e−2α1hQ1η(t − h)
+ hη̇T (t)(R1 + Z1)η̇(t)

−

∫ t

t−h
η̇T (s)e−2α1hZ1η̇(s)ds

−

∫ t

t−dk,n(t)
η̇T (s)e−2α1hR1η̇(s)ds

−

∫ t−dk,n(t)

t−h
η̇T (s)e−2α1hR1η̇(s)ds

+ 2ξ T (t) [D1Φ1 + E1Φ2 + S1Φ3] ξ (t) (38)

where ξ (t) = [ηT (t) ηT (t − dk,n(t)) ηT (t − h) eTk,n(t) φ
T (H̄η(t −

dk,n(t))) I I I I I]T and 0 = Φ1 ≜ η(t) − η(t − h) −
∫ t
t−h η̇(x)dx,

0 = Φ2 ≜ η(t) − η(t − dk,n(t)) −
∫ t
t−dk,n(t)

η̇(x)dx, 0 = Φ3 ≜

η(t − dk,n(t))− η(t − h)−
∫ t−dk,n(t)
t−h η̇(x)dx. Then it is easy to obtain

that

V̇1(t) ≤ −2α1V1(t) + ξ T (t)
[
Θ1

11 + hE1e2α1hR−1
1 ET

1

+ hS1e2α1hR−1
1 ST1 + hD1e2α1hZ−1

1 DT
1

+ hχ T
1 (R1 + Z1)χ1

]
ξ (t) (39)

where χ1 = Ā1.
Through the utilization of Schur complement of matrixΨ 1

ij < 0,
we haveΘ1

11 +hE1e2α1hR−1
1 ET

1 +hS1e2α1hR−1
1 ST1 +hD1e2α1hZ−1

1 DT
1 +

hχ T
1 (R1 + Z1)χ1 < 0, then we can get V̇1(t) ≤ −2α1V1(t) holds for

t ∈ [t1,n, t2,n).
When β(t) = 2, calculating the derivation of V2(t) for t ∈

[t2,n, t1,n+1) and utilizing the similarmethod as above, it yields that

V̇2(t) ≤ 2α2V2(t) + ξ T (t)
[
Θ2

11 + hE2R−1
2 ET

2

+ hS2R−1
2 ST2 + hD2Z−1

2 DT
2

+ hχ T
2 (R2 + Z2)χ2

]
ξ (t) (40)

where χ2 = Ā2. By utilizing Ψ 2
ij < 0, we deduce that V̇2(t) ≤

2α2V2(t).
Similar to the analysis method in [26], along the trajectories

of the system (30), we can obtain that for t ∈ [tm,n, t3−m,n+m−1),
m ∈ {1, 2},

Vm(t) ≤ e2(−1)mαm(t−tm,n)Vm(tm,n). (41)

Based on the above analysis, construct a time-varying Lyapunov
functional: V (t) = Vβ(t)(t), β(t) ∈ {1, 2}. Therefore, we have

V (t) ≤

{
e−2α1(t−t1,n), t ∈ [t1,n, t2,n)
e2α2(t−t2,n), t ∈ [t2,n, t1,n+1)

(42)

According to (41), we can easily obtain that{
V1(t1,n) ≤ µ2V2(t−1,n)
V2(t2,n) ≤ µ1e2(α1+α2)hV1(t−2,n)

(43)

If t ∈ [t1,n, t2,n), it follows from (42) and (43) that

V (t) ≤ µ2e−2∂(t−t1,n)V2(t−1,n)
...

≤ e−∂nV (t ) = e−∂nV (0) (44)
1 1,0 1
Notice that t < t2,n = nT + Tmin
sleep, namely, n >

t−Tmin
sleep
T ,

combining it with (44), we obtain

V (t) ≤ V1(0)e
∂Tmin

sleep
T e−

∂
T t (45)

If t ∈ [t2,n, t1,n+1), it follows from the similar analysis as above
that

V (t) ≤
V1(0)
µ2

e−
∂
T t (46)

At present, define c1 = max{e
∂Tmin

sleep
T , 1

µ2
}, c2 = min{∂min(Pi)},

c3 = max{∂min(Pi)} and c4 = c3 + h∂max(Q1)+ h2
2 ∂max(R1 + Z1), it

follows from (45) and (46) that

V (t) ≤ c1e−
∂
T tV1(0),∀t ≥ 0 (47)

From the definition of V (t) in (37), we have

(t) ≥ c2∥η(t)∥2, V1(0) ≤ ∥ϱ0∥
2
h (48)

Combining (47) and (48), one has

η(t)∥ ≤

√
c1c4
c2

e−
∂
2T t

∥ϱ0∥h,∀t ≥ 0 (49)

Define ω =
∂
2T , (49) can be rewritten as

∥η(t)∥ ≤

√
c1c4
c2

e−ωt
∥ϱ0∥h,∀t ≥ 0 (50)

imilar to the analysis in [31], consider a slack matrixWi that
r∑

i=1

r∑
j=1

ϕi(ϕj − ψj)Wi

r∑
i=1

ϕi

⎛⎝ r∑
j=1

ϕj −

r∑
j=1

ψj

⎞⎠Wi

= 0

where Wi = W T
i , i ∈ R, are arbitrary matrices, then according to

(31)-(33), it yields that

V̇1(t) ≤

r∑
i=1

r∑
j=1

ϕiψjξ
T (t)Ψ 1

ij ξ (t) < 0

With ψj − ρjϕj ≥ 0 for any j ∈ R, there is a scalar δ1 > 0 which
atisfies the inequality V̇1(t) ≤ −δ1 ∥ ξ (t) ∥

2 for ξ (t) ̸= 0, then
˙1(t) < 0. Besides, using the samemethod, one has that V̇2(t) < 0.
herefore, the system (30) is exponentially stable with decay rate
. That completes the proof. ■

In Theorem 1, the sufficient conditions are derived which can
uarantee the exponential stability of the system (30). In the view
f Theorem 1, the analysis on system performance of estimator
ystem (30) with the disturbance w(t) is given in Theorem 2.

heorem 2. For the known sequence {nT }n∈N , the period T , Tmin
sleep in

DoS(t)(19), and the estimator gain matrix Kj and scalar γ , the system
30) is exponentially stablewith decay rateω given in Theorem 1, if for
arameters α1 > 0, α2 > 0, h > 0, triggering parameter σ ∈ (0, 1),
here exist symmetric matrices Ω , P1 > 0, P2 > 0, Q1 > 0, Q2 > 0,
R1 > 0, R2 > 0, Z1 > 0, Z2 > 0 and matrices D1, D2, E1, E2, S1, S2
ith appropriate dimensions such that (34)–(36) and the following

nequalities hold with ψj − ρjψj ≥ 0, i, j ∈ R and m ∈ {1, 2}.

Υ m
ij − W̃i < 0; (51)

ρ Υ m
− ρ W̃ + W̃ < 0; (52)
i ii i i i
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ρjΥ
m
ij + ρiΥ

m
ji − ρjW̃i − ρiW̃j + W̃i

+ W̃j < 0(i < j). (53)

where

Υ 1
ij =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Λ1
11 ∗ ∗ ∗ ∗ ∗ ∗

√
hET

1 Λ1
22 ∗ ∗ ∗ ∗ ∗

√
hST1 0 Λ1

33 ∗ ∗ ∗ ∗
√
hDT

1 0 0 Λ1
44 ∗ ∗ ∗

√
hR1Ā1 0 0 0 −R1 ∗ ∗

√
hZ1Ā1 0 0 0 0 −Z1 ∗

Λ1
71 0 0 0 0 0 −I

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Υ 2
ij =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Λ2
11 ∗ ∗ ∗ ∗ ∗ ∗

√
hET

2 Λ2
22 ∗ ∗ ∗ ∗ ∗

√
hST2 0 Λ2

33 ∗ ∗ ∗ ∗
√
hDT

2 0 0 Λ2
44 ∗ ∗ ∗

√
hR2Ā2 0 0 0 −R2 ∗ ∗

√
hZ2Ā2 0 0 0 0 −Z2 ∗

Λ2
71 0 0 0 0 0 −I

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
in which

Λ1
11 = Π11 +Π1 +Π T

1 ,Λ
2
11 = Π21 +Π2 +Π T

2

Λ1
22 = Λ1

33 = −e−2α1hR1,Λ
2
22 = Λ2

33 = −R2

Λ1
44 = −e−2α1hZ1,Λ2

44 = −Z2
Λ1

71 =
[
L̄ij 0 0 0 0 0

]
,Λ2

71 =
[
L̄ij 0 0 0

]
Ā1

=
[
Āij C̄ij 0 B̄i Ēj V̄j

]
Ā2

=
[
Āij 0 0 B̄i

]

11 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

υ1 ∗ ∗ ∗ ∗ ∗

C̄T
ij P1 υ2 ∗ ∗ ∗ ∗

0 0 υ3 ∗ ∗ ∗

B̄T
i P1 0 0 −γ 2I ∗ ∗

ĒT
j P1 σΩH̄ 0 0 σΩ −Ω ∗

V̄ T
j P1 −σΩH̄ 0 0 −σΩ υ5

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
υ1 = P1Āij + ĀT

ijP1 + Q1 + 2α1P1
υ2 = σ H̄TΩH̄ + εH̄T H̄, υ3 = −e−2α1hQ1

υ5 = σΩ − I, H̄ =
[
Ci 0

]
Π21 =

⎡⎢⎣ υ4 ∗ ∗ ∗

0 0 ∗ ∗

0 0 −e2α2hQ2 ∗

B̄T
i P2 0 0 −γ 2I

⎤⎥⎦
υ4 = P2Āij + ĀT

ijP2 + Q2 − 2α2P2
Π1 =

[
D1 + E1 −E1 + S1 −D1 − S1 0 0 0

]
Π2 =

[
D2 + E2 −E2 + S2 −D2 − S2 0

]
D1 =

[
DT
11 DT

12 DT
13

]T
,D2 =

[
DT
21 DT

22 DT
23

]T
E1 =

[
ET
11 ET

12 ET
13

]T
, E2 =

[
ET
21 ET

22 ET
23

]T
S1 =

[
ST11 ST12 ST13

]T
, S2 =

[
ST21 ST22 ST23

]T
Proof. Choose a time-varying Lyapunov functional (37) for system
(30), given ∀k ∈ G(n), n ∈ N , for t ∈ D1,n, the following inequality
is got by the similar proof in Theorem 1:

V̇1(t) ≤ −2α1V1(t) + ξ̄ T (t)
[
Θ1

11 + hE1e2α1hR−1
1 ET

1

+ hS e2α1hR−1ST + hD e2α1hZ−1DT

1 1 1 1 1 1
+ hχ T
1 (R1 + Z1)χ1

]
ξ̄ (t)

− z̃T (t)z̃(t) + γ 2wT (t)w(t) (54)

where χ1 = Ā1, ξ̄ (t) = [ηT (t) ηT (t − dk,n(t)) ηT (t − h) wT (t)
eTk,n(t) φ

T (H̄η(t − dk,n(t))) I I I I I I]T . According to Υ 1
ij , it yields

that

V̇1(t) + 2α1V1(t) + z̃T (t)z̃(t) − γ 2wT (t)w(t) ≤ 0

For t ∈ D2,n, calculating the derivation of V2(t), it follows from
the similar analysis as above, then we can obtain

V̇2(t) − 2α2V2(t) + z̃T (t)z̃(t) − γ 2wT (t)w(t) ≤ 0

Consequently, for all w(t) ∈ L2[0,∞), we get

V̇m(t) + 2αm(−1)m−1Vm(t) + z̃T (t)z̃(t)
− γ 2wT (t)w(t) ≤ 0, t ∈ [tm,n, t3−m,n+m−1) (55)

At the same time, we note that the inequality (36) is equivalent
to
1
µ1

e2α1T
min
sleep−2(α1+α2)h − µ2e

2α2(T−Tmin
sleep) > 0 (56)

Due to Tmin
sleep ≤ Tsleep ≤ T , we have

1
µ1

e2α1Tsleep−2(α1+α2)h − µ2e2α2(T−Tsleep)

≥
1
µ1

e2α1T
min
sleep−2(α1+α2)h − µ2e

2α2(T−Tmin
sleep) (57)

Combining (56) and (57), one has
1
µ1

e2α1Tsleep−2(α1+α2)h − µ2e2α2(T−Tsleep) > 0 (58)

Then, for given t ∈ [0, (n + 1)T ), t ∈ N , it follows from the
zero-initial condition that
n∑

k=0

(∫ kT+Tsleep

kT

[
V̇1(t) + 2α1V1(t)

]
dt

+

∫ (k+1)T

kT+Tsleep

[
V̇2(t) − 2α2V2(t)

]
dt

)
> 0 (59)

Integrating (59) from 0 to (n + 1)T with zero initial condition,
we can obtain∫ (n+1)T

0

[
z̃T (t)z̃(t) − γ 2wT (t)w(t)

]
dt < 0

Letting n → ∞, it yields that∫
∞

0
z̃T (t)z̃(t)dt ≤

∫
∞

0
γ 2wT (t)w(t)dt (60)

which means that ∥z̃(t)∥2≤ γ ∥w(t)∥2 holds for all w(t) ∈ L2
[0,∞). Similar to the analysis in Theorem1, consider a slackmatrix
W̃i that

r∑
i=1

r∑
j=1

ϕi(ϕj − ψj)W̃i

=

r∑
i=1

ϕi

⎛⎝ r∑
j=1

ϕj −

r∑
j=1

ψj

⎞⎠ W̃i

= 0

where W̃i = W̃ T
i (i ∈ R) are arbitrary matrices, then combining

(51)–(53), we have V̇m(t) + z̃T (t)z̃(t) − γ 2wT (t)w(t) < 0 (m =

1, 2). Therefore, the system (30) is exponentially stable under DoS
attacks (19) and the external disturbancew(t). That completes the
proof. ■
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Based on the analysis of Theorems 1 and 2, the gains of state
estimator for estimating CPSs with limited communication re-
sources, sensor saturation and periodic DoS attacks are derived in
Theorem 3.

Theorem 3. Given the sequence {nT }n∈N , the period T , Tmin
sleep in

FDoS(t)(19), and the known positive scalars δ, γ , σ ∈ (0, 1), h > 0,
α1 > 0, α2 > 0, µ1, µ2, the system (30) is exponentially stable with
decay rate ω given in Theorem 1, if there exist symmetric matrices
Ω̂ , P1 = diag{P11, P12} > 0, P2 > 0, Q̂1 > 0, Q̂2 > 0, R̂1 > 0,
R̂2 > 0, Ẑ1 > 0, Ẑ2 > 0 and matrices D̂1, D̂2, Ê1, Ê2, Ŝ1, Ŝ2 and Yj
with appropriate dimensions and scalars e11, e21, e12, e22, e3 such that
36) and the following LMIs hold with ψj − ρjψj ≥ 0, i, j ∈ R and

∈ {1, 2}.
m
ij − Ŵi < 0; (61)

iΦ
m
ii − ρiŴi + Ŵi < 0; (62)

jΦ
m
ij + ρiΦ

m
ji − ρjŴi − ρiŴj + Ŵi

+ Ŵj < 0(i < j). (63)[
−µ2P2 ∗

P2 −P1

]
≤ 0 (64)[

−µ1e2(α1+α2)hP2 ∗

P1 −P2

]
≤ 0 (65)[

−µ3−mQ̂3−m ∗

I −Q̂m

]
≤ 0 (66)[

−µ3−mR̂3−m ∗

P3−m e21mR̂m − 2e1mPm

]
≤ 0 (67)[

−µ3−mẐ3−m ∗

P3−m e22mẐm − 2e2mPm

]
≤ 0 (68)

here

1
ij =

⎡⎢⎣θ
1
11 ∗ ∗

θ121 θ122 ∗

θ131 θ132 θ133

⎤⎥⎦
2
ij =

⎡⎢⎣θ
2
11 ∗ ∗

θ221 θ222 ∗

θ231 0 −I

⎤⎥⎦
θ111 = Ξ11 +Ξ1 +Ξ T

1 , θ
2
11 = Ξ21 +Ξ2 +Ξ T

2

θ121 =
[√

hÊ1
√
hŜ1

√
hŜ1Ā1

√
hR̂1Ā1

√
hẐ1

]T
θ221 =

[√
hÊ2

√
hŜ2

√
hŜ2Ā2

√
hR̂2Ā2

√
hẐ2

]T
θ122 = diag

{
Γ 1
22,Γ

1
33,Γ

1
44,Γ

1
55,Γ

1
66

}
θ222 = diag

{
Γ 2
22,Γ

2
33,Γ

2
44,Γ

2
55,Γ

2
66

}
θ131 =

⎡⎣ L̄ij 0 0 0 0 0
δPT

1 0 0 0 0 0
0 𭟋19 0 0 𭟋111 𭟋112

⎤⎦
θ132 =

⎡⎣0 0 0 0 0
0 0 0 0

√
hδR̂T

1
0 0 0 0 0

⎤⎦
θ231 =

[
L̄ij 0 0 0

]
θ133 =

⎡⎣ −I ∗ ∗
√
hδẐT

1 Γ 1
88 ∗

0 0 Γ 1
99

⎤⎦
Γ 1

= Γ 1
= −e−2α1hR̂ ,Γ 2

= Γ 2
= −R̂
22 33 1 22 33 2
Γ 1
44 = −e−2α1hẐ1,Γ 2

44 = −Ẑ2

Ā1
=

[
𭟋11 𭟋19 0 𭟋110 𭟋111 𭟋112

]
Ā2

=
[
𭟋21 0 0 𭟋23

]
,Γ 1

55 = −2e11P1 + e211R̂1

Γ 2
55 = −2e12P2 + e212R̂2,Γ

1
66 = −2e21P1 + e221Ẑ1

Γ 2
66 = −2e22P2 + e222Ẑ2

Γ 1
71 =

[
L̄ij 0 0 0 0 0

]
,Γ 2

71 =
[
L̄ij 0 0 0

]
Γ81 =

[
δPT

1 0 0 0 0 0
]
,Γ 1

88 = −m1I

Γ91 =
[
0 𭟋19 0 0 𭟋111 𭟋112

]
Γ 1
99 = −m−1

1 e3P1 + m−1
1 e23I

Ξ11 =

⎡⎢⎢⎢⎢⎢⎣
ϑ1 ∗ ∗ ∗ ∗ ∗

𭟋12 𭟋13 ∗ ∗ ∗ ∗

0 0 ϑ2 ∗ ∗ ∗

𭟋14 0 0 −γ 2I ∗ ∗

𭟋15 𭟋16 0 0 σ Ω̂ − Ω̂ ∗

𭟋17 𭟋18 0 0 −σ Ω̂ ϑ3

⎤⎥⎥⎥⎥⎥⎦
ϑ1 = 𭟋11 + 𭟋T

11 + Q̂1 + 2α1P1

ϑ2 = −e−2α1hQ̂1, ϑ3 = σ Ω̂ − I

Ξ21 =

⎡⎢⎣
ϑ4 ∗ ∗ ∗

0 0 ∗ ∗

0 0 −e2α2hQ̂2 ∗

𭟋22 0 0 −γ 2I

⎤⎥⎦
ϑ4 = 𭟋21 + 𭟋T

21 + Q̂2 − 2α2P2, H̄ =
[
Ci 0

]
Ξ1 =

[
D̂1 + Ê1 −Ê1 + Ŝ1 −D̂1 − Ŝ1 0 0 0

]
Ξ2 =

[
D̂2 + Ê2 −Ê2 + Ŝ2 −D̂2 − Ŝ2 0

]
D̂1 =

[
D̂T
11 D̂T

12 D̂T
13

]T
, D̂2 =

[
D̂T
21 D̂T

22 D̂T
23

]T
Ê1 =

[
ÊT
11 ÊT

12 ÊT
13

]T
, Ê2 =

[
ÊT
21 ÊT

22 ÊT
23

]T
Ŝ1 =

[
ŜT11 ŜT12 ŜT13

]T
, Ŝ2 =

[
ŜT21 ŜT22 ŜT23

]T
P1 = diag{P11, P12}, P2 = diag{P21, P22}

𭟋11 =

[
P11Ai 0

P12Ai − P12Aj + YjCj P12Aj − YjCj

]
𭟋12 =

[
0 −CT

i Y
T
j

0 0

]
,𭟋13 =

[
σCT

i ΩCi + εCT
i Ci 0

0 0

]
𭟋14 =

[
BT
i P11 BT

i P12
]
,𭟋15 =

[
0 −Y T

j

]
𭟋16 =

[
σΩCi 0

]
,𭟋17 =

[
0 Y T

j

]
𭟋18 =

[
−σΩCi 0

]
,𭟋19 =

[
0 0

−YjCi 0

]
𭟋110 =

[
P11Bi
P12Bi

]
,𭟋111 =

[
0

−Yj

]
,𭟋112 =

[
0
Yj

]
𭟋21 =

[
P21Ai 0

P22Ai − P22Aj + YjCj P22Aj − YjCj

]
𭟋22 =

[
BT
i P21 BT

i P22
]
,𭟋23 =

[
P21Bi P22Bi

]
Moreover, the quantized state estimator gains are achieved as

follows.

Kj = P−1
12 Yj, j ∈ R (69)
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Proof.Due to the existence of quantization,Υ 1
ij can be equivalently

expressed as

Υ 1
ij = Jij + sym{HT

E △qHF } (70)

Jij =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

η111 ∗ ∗ ∗ ∗ ∗ ∗
√
hET

1 η122 ∗ ∗ ∗ ∗ ∗
√
hST1 0 η133 ∗ ∗ ∗ ∗

√
hDT

1 0 0 η144 ∗ ∗ ∗
√
hR1Ā1 0 0 0 −R1 ∗ ∗

√
hZ1Ā1 0 0 0 0 −Z1 ∗

Λ1
71 0 0 0 0 0 −I

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
where

η111 = Ξ11 +Ξ1 +Ξ T
1

η122 = η133 = −e−2α1hR1, η
1
44 = −e−2α1hZ1

Ξ11 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

ϑ1 ∗ ∗ ∗ ∗ ∗

C̄T
ij P1 ϑ2 ∗ ∗ ∗ ∗

0 0 ϑ3 ∗ ∗ ∗

B̄T
i P1 0 0 −γ 2I ∗ ∗

ĒT
j P1 σΩH̄ 0 0 σΩ −Ω ∗

V̄ T
j P1 −σΩH̄ 0 0 −σΩ ϑ4

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
ϑ1 = P1Āij + ĀT

ijP1 + Q1 + 2α1P1
ϑ2 = σ H̄TΩH̄ + εH̄T H̄, ϑ3 = −e−2α1hQ1

ϑ4 = σΩ − I, H̄ =
[
Ci 0

]
Ξ1 =

[
D1 + E1 −E1 + S1 −D1 − S1 0 0 0

]
D1 =

[
DT
11 DT

12 DT
13

]T
, E1 =

[
ET
11 ET

12 ET
13

]T
S1 =

[
ST11 ST12 ST13

]T
Γ 1
71 =

[
L̄ij 0 0 0 0 0

]
Ā1

=
[
Āij C̃ij 0 B̄i Ẽj Ṽj

]
HE =

[
PT
1 01×9 δ

√
hRT

1 δ
√
hZT

1

]
HF =

[
0 C̃ij 0 0 Ẽj Ṽj 01×6

]
C̃ij =

[
0 0

−KjCi 0

]
, Ẽj =

[
0
Kj

]
, Ṽj =

[
0

−Kj

]
By applying Lemma 1, we get

Jij + m1HT
E △

2
qHE + m−1

1 HT
F HF < 0 (71)

Notice that∆2
q < δ2, one can get

Jij + m1δ
2HT

E HE + m−1
1 HT

F HF < 0 (72)

Using the Schur complement, (72) can be rewritten as

Υ 1
ij =

⎡⎣ Jij ∗ ∗

δHE −m1I ∗

HF 0 −m−1
1 I

⎤⎦ (73)

Define

Λ = diag{I, I, . . . , I  
9

, P1R−1
1 , P1Z−1

1 , I, I, P1}

P1 = diag{P11, P12}, Yj = P12Kj

Then multiplying Λ and ΛT on both sides of (73), respectively.
Owing to (Rm − e−1

m P)R−1
m (Rm − e−1

m P) ≥ 0 (m = 1, 2), we have

− PR−1P ≤ −2e P + e2 R (74)
m m m m
That is⎧⎨⎩
−P1R−1

1 P1 ≤ −2e11P1 + e211R1

−P1R−1
1 P1 ≤ −2e21P1 + e221R2

−P1I−1P1 ≤ −2e3P1 + e23I

Then, replace the terms Γ 1
55, Γ

1
66 and Γ

1
99 in (73) with−2e11P1 +

e211R1,−2e21P1 + e221R1,−2e3P1 + e23I , respectively. Then we have

V̇1(t) + z̃T (t)z̃(t) − γ 2wT (t)w(t)

≤

r∑
i=1

r∑
j=1

ϕiψjξ̄
T (t)Φ1

ij ξ̄ (t) (75)

According to the Schur complement, it follows that (64) and
(65) are equivalent to the two inequalities in (37), respectively.
Following the preceding derivations,we candrawa conclusion that
the LMIs (66)–(68) guarantee the three inequalities in (35) hold,
respectively. Then, similar to the analysis in Theorem 1, consider a
slack matrix Ŵi that

r∑
i=1

r∑
j=1

ϕi(ϕj − ψj)Ŵi

=

r∑
i=1

ϕi

⎛⎝ r∑
j=1

ϕj −

r∑
j=1

ψj

⎞⎠ Ŵi

= 0

where Ŵi = Ŵ T
i (i ∈ R) are arbitrary matrices, and combining

(61)–(63), it yields that V̇m(t)+ z̃T (t)z̃(t)− γ 2wT (t)w(t) < 0 (m =

1, 2). Accordingly, the system is exponentially stable. Notice that
Yj = P12Kj, then the state estimator gains are derived as Kj = P−1

12 Yj
(j ∈ R). ■

4. Simulation examples

In this section, a simulation example related to CPSs is pre-
sented to illustrate the feasibility of estimator design for CPSs,
where the sensor saturation and DoS attacks are considered and
the event-triggered scheme and quantization are introduced to
relieve the influence brought by limited communication resources.

Consider the system (3) with the following system matrices:

A1 =

[
−2.5 0.1
0.2 −1.5

]
, A2 =

[
−2.1 0.2
0.5 −2

]
B1 =

[
1.2

−0.4

]
, B2 =

[
1

−0.2

]
C1 =

[
1.2 0.8

]
, C2 =

[
0.8 0.6

]
L1 =

[
−0.25 0.28

]
, L2 =

[
−0.2 0.3

]
In the following, we present three cases to prove the effec-

tiveness of the designed method, namely, in case 1, the influ-
ence brought by sensor saturation and DoS attacks on CPSs is not
considered and the event-triggered scheme and quantization are
not used; in case 2, consider the CPSs with sensor saturation and
periodic DoS attacks but the event-triggered scheme and quanti-
zation are not adopted; in case3, the event-triggered scheme and
quantization are introduced for CPSs with sensor saturation and
periodic DoS attacks considered in case 2.

Case 1: Set σ = 0 and r = 0, which means that event-triggered
scheme and quantization are not used, at the same time, the effects
of sensor saturation and DoS attacks in CPSs are not taken into
consideration. Let h = 0.01s, T = 3s, Tmin

sleep = 2.76s, µ1 = µ2 =

1.01, and α1 = 0.05, α2 = 0.5 such that inequality (36) holds. Set
e1m = 1, e2m = 1, e3 = 1 (m = 1, 2), γ = 3.19. Through utilizing
LMI toolbox in MATLAB, we have

Y =
[
−0.0933 0.0350

]T
, Y =

[
0.0759 −0.0659

]T

1 2
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Fig. 2. The response of x(t) in case 1.

Fig. 3. The response of x̂(t) in case 1.

12 =

[
7.3523 0.7066
0.7066 9.1998

]
,Ω = 10.2249

Then, the state estimator gains can be figured out from equality
69) in Theorem 3 as

1 =
[
−0.0132 0.0048

]T
, K2 =

[
0.0111 −0.0080

]T
he corresponding initial parameters of system (30) is given by
(0) =

[
0.1 −0.1

]T , x̂(0) =
[
1.5 −1.3

]T , w(t) =

0.8 sin(2π t), 0 ≤ t ≤ 10,
0, otherwise

. Then, the results are obtained by

he simulation in MATLAB. The state responses of CPSs and its
stimation are exhibited in Figs. 2 and 3, respectively. Fig. 4 shows
he input of estimator. The estimator error e(t) is depicted in Fig. 5.
t is easily obtained from the above graphs that the designed state
stimator performs well.
Case 2: Set σ = 0, r = 0 and ε = 0.1, which means that

he effects of sensor saturation and DoS attacks are considered
hile event-triggered scheme and quantization have not been

ntroduced. Set e1m = 1, e2m = 1, e3 = 1 (m = 1, 2), γ = 3.19. Let
= 0.01s, T = 3s, Tmin

sleep = 2.76s, µ1 = µ2 = 1.01, and α1 = 0.05,
2 = 0.5 such that inequality (36) holds. Through the utilization
f LMI toolbox in MATLAB, it yields that

=
[
−0.0941 0.0350

]T
, Y =

[
0.0765 −0.0661

]T

1 2
Fig. 4. The input of estimator in case 1.

Fig. 5. The estimator error e(t) in case 1.

P12 =

[
7.3597 0.7081
0.7081 9.2110

]
,Ω = 10.2370

Then, by using the equality (69) in Theorem 3, the state estima-
tor gains can be obtained

K1 =
[
−0.0133 0.0048

]T
, K2 =

[
0.0112 −0.0080

]T
Give corresponding initial parameters of system (30) as x(0) =[

0.1 −0.1
]T , x̂(0) =

[
1.5 −1.3

]T ,
w(t) =

{
0.8 sin(2π t), 0 ≤ t ≤ 10,
0, otherwise

. Then by using MATLAB, the

simulation results in case 2 are presented. In Fig. 6, the output
of saturated sensor is described by yellow line while the original
signal is depicted by blue line. The release time intervals under
the periodic DoS jamming signal are shown in Fig. 7. The state
responses of CPSs and its estimation are depicted in Figs. 8 and
9, respectively. Then, the estimator input is also shown in Fig. 10
and the estimator error e(t) is exhibited in Fig. 11. According to the
above analysis, it is concluded that the designed state estimator for
CPSs is feasible under the cases of sensor saturation and periodic
DoS attacks.

Case 3: Set σ = 0.2, r = 0.818 and ε = 0.1, which means
that the event-triggered scheme and quantization are utilized to
alleviate the effects of limited communication resources for CPSs
with sensor saturation and DoS attacks shown in case 2. Let e =
1m
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Fig. 6. The output of saturated sensor in case 2. (For interpretation of the references
to color in this figure legend, the reader is referred to theweb version of this article.)

Fig. 7. The response of DoS attacks in case 2.

Fig. 8. The response of x(t) in case 2.

, e2m = 1, e3 = 1 (m = 1, 2), γ = 3.19. Set h = 0.01s, T = 3s,
min
sleep = 2.76s, µ1 = µ2 = 1.01, and α1 = 0.05, α2 = 0.5 such that

nequality (36) holds. By using LMI toolbox in MATLAB, we can get
Fig. 9. The response of x̂(t) in case 2.

Fig. 10. The input of estimator in case 2.

Fig. 11. The estimator error e(t) in case 2.

that

Y1 =
[
−0.0067 0.0025

]T
, Y2 =

[
0.0198 −0.0159

]T
P12 =

[
6.3415 0.5024
0.5024 7.6122

]
,Ω = 1.8029
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Fig. 12. Release time intervals with T = 3 s and Tmin
sleep = 2.76 s in case 3.

Fig. 13. The output of quantizer in case 3.

According to the equality (69) in Theorem 3, the state estimator
ains can be calculated as

1 =
[
−0.0011 0.0004

]T
, K2 =

[
0.0033 −0.0023

]T
Give corresponding initial parameters of system (30) as x(0) =

0.1 −0.1
]T , x̂(0) =

[
1.5 −1.3

]T ,
(t) =

{
0.8 sin(2π t), 0 ≤ t ≤ 10,
0, otherwise

, and by using MATLAB, the

imulation results in case 3 are exhibited. The release time inter-
als are shown in Fig. 12 and the output of quantizer is depicted
n Fig. 13 with yellow line while the original signal is with blue
ine. Further, the estimator input is also shown in Fig. 14 and the
stimator error e(t) is shown in Fig. 15. By comparing Fig. 10 with
ig. 14, the system performance in case 3 has been improved in
omparison with the one in case 2 because of the introduction
f event-triggered scheme and quantization. Based on the above
nalysis, the conclusions can be draw that (a) the system is ex-
onentially stable and the gains of estimator have been obtained;
b) the event-triggered scheme and quantization can reduce the
ransmission of redundant data in the system.

. Conclusions

In this paper, a problem of estimator design has been in-
estigated for CPSs with limited communication resources, sensor
Fig. 14. The response of estimator input in case 3.

Fig. 15. The estimator error e(t) in case 3.

saturation and periodic DoS attacks. For the considered CPSs, a T–
S fuzzy model is borrowed to described it. In order to relieve the
influence of limited communication resources, the event-triggered
scheme and quantization mechanism are adopted to reduce the
amount of data transmission. A newmathematical model of quan-
tized state estimation for CPSs is established, which integrates the
characteristics of CPSs, sensor saturation, event-triggered scheme
and periodic DoS attacks. In addition, under the assistance of Lya-
punov stability theory and LMI technologies, sufficient conditions
guaranteeing the exponential stability of CPSs are obtained and
the gains of the estimator are acquired in terms of LMIs. Finally,
the simulation example confirms the feasibility of the designed
estimator for CPSs when considering limited communication re-
sources, sensor saturation and periodic DoS attacks. In the future,
we will focus on the study concerned with the non-periodic DoS
attacks and the hybrid cyber attacks including two or more than
two kinds of cyber attacks. Moreover, in order to further improve
CPSs performance against the cyber attacks, the attack detection is
also one of the problems considered in the next research.
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