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Abstract
This article focuses on the issue of decentralized event-triggered synchroniza-
tion control for complex networks (CNs) under nonperiodic denial-of-service
(DoS) attacks. First, to alleviate the pressure on network bandwidth, a decentral-
ized event-triggered scheme is employed at each coupled node to decide whether
the synchronization signal is transmitted to the communication network. Then,
an event-based synchronization error model is established for CNs under DoS
attacks, where the communication network is assumed to be composed of multi-
ple transmission channels and DoS attacks will independently compromise each
of channels. Based on the constructed model, sufficient conditions that assur-
ing the secure synchronization of the system are analyzed with the assistance of
Lyapunov stability theory. Meanwhile, the synchronization controller gains are
designed by solving a set of linear matrix inequalities. The efficiency of the study
is finally validated by simulations.

K E Y W O R D S

complex networks (CNs), decentralized synchronization control, DoS attacks, event-triggered
scheme

1 INTRODUCTION

Complex networks (CNs) are now widely used to model many practical systems with large scale, such as food webs,
subway, power grid and so forth.1-3 A typical CN is generally composed by a number of nodes each of which represents a
real individual and links denoting the relationships between different individuals. Given the architecture characteristic
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of CNs, an important issue how to synchronize all coupled nodes is raised, and has attracting many research attentions.4-6

For example, on the basis of intermittent control method, the authors in Reference 7 introduced the synchronization of
CNs with stochastic disturbance. In Reference 8, the pinning synchronization of delayed CNs under self-triggered control
was discussed. A synchronization error model was adopted in References 9,10, by which the synchronization problem
for CNs can be transformed into verifying the convergence of the defined dynamic error. However, with the introducing
of communication network, the complexity of synchronization in CNs will be inevitably intensified.

In networked systems, the communication network enables remote, flexible, and cost-efficient control, but with
the continuous soaring of sampled data, the network resources are becoming limited and thus degrade system
performance.11-13 To mitigate resource-constrained dilemma, event-triggered strategies, by which data is transmitted only
while the specific conditions are satisfied, are extensively studied.14-17 In Reference 18, a representative event-triggered
scheme was adopted and it can be seen that this scheme indeed reduces network burden by avoiding the transmission
of unnecessary packets. Based on Reference 18, a series works that focus on integrating event-triggered method into CNs
were presented. For instance, the authors in Reference 19 designed a kind of event-based state estimators in CNs with
time delay and random coupling weights. In Reference 20, a H∞ state estimation problem for CNs with event-triggered
mechanism, random distributed delays, and state saturation was discussed. In the case of event-triggered communica-
tion, a new filter scheme for time-varying nonlinear CNs with the influence of quantization was proposed in Reference
21. Moreover, decentralized event-triggered strategies have also been exploited given the diversity of the coupled nodes in
CNs. In Reference 22, the authors discussed a decentralized event-triggered mechanism for synchronization of CNs with
different dynamics of nodes. Under decentralized event-triggered scheme, the non-fragile control problem for T-S fuzzy
neural networks was studied in Reference 23.

Despite attractive advantages of event-triggered mechanism, the performance of networked systems is still chal-
lenged by varies of cyber attacks given the openness of communication network.24-26 In practice, some typical attacks, for
example, replay attacks,27,28 deception attacks,29,30 and denial-of-service (DoS) attacks, have gained considerable research
attentions. Replay attacks degrade system performance via repeatedly transmitting previously sampled data. Under replay
attacks, the secure control problem of cyber-physical systems was studied to ensure the H∞ stability in Reference 28. Dif-
ferent from replay attacks, deception attacks maliciously inject false data to tamper with normal data, which increases
the difficulty of attack detection. In Reference 29, the problem of filter design to ensure the security of discrete time-delay
systems with stochastic deception attacks and sensor saturation was studied.

Comparing with the replay attacks and deception attacks, DoS attacks are especially common since that they can
easily cause large transmission delay and serious packet loss by wasting network resources. In Reference 31, a resilient
event-triggered controller was designed for networked control systems under DoS attacks. With the influence of DoS
attacks and the change of controller gains, a distributed event-triggered security consensus control strategy was proposed
in Reference 32 for multi-agent systems. The authors in Reference 33 studied the state estimation issue over cyber-physical
systems affected by the problems of resource constraints, sensor saturation and DoS jamming attacks. It is worth noting
that the aforementioned researches are concerned about periodic DoS attacks, however, given the burstiness of actual
cyber attacks, it is more critical to consider nonperiodic DoS attacks. In Reference 16, the event-triggered quantized H∞
control strategy for networked control systems under nonperiodic DoS attacks had been discussed. Furthermore, the
event-based control problem of networked switching systems under nonperiodic DoS attacks was studied in Reference
34. With the expanding of networked systems, it is desirable to slice the bandwidth of the communication network into
multiple transmission channels so as to achieve flexible bandwidth sharing at fine granularity among system nodes.
Multi-channel scenario is likely to incur asynchronous DoS attacks, that is, each of channels tends to be compromised
by different DoS attacks, which will complicate the system analysis. In Reference 35, the distributed consensus control
issue over multi-agent systems under asynchronous DoS attacks was investigated. Focusing on cyber-physical systems
with multiple transmission channels, the input-to-state stabilizing control problem under DoS attacks was studied in
Reference 36.

Motivated by the above investigation, this article dedicates to realize decentralized synchronization control for
resource-constrained CNs with multiple transmission channels under nonperiodic DoS attacks. The major contributions
of the study can be listed as follows:

• Taking both network resource constraints and nonperiodic DoS attacks into consideration, a decentralized
event-triggered scheme is adopted for CNs with multiple transmission channels.

• A decentralized event-based synchronization error model is established to formulate the considered synchronization
control problem over CNs under nonperiodic asynchronous DoS attacks.
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F I G U R E 1 The structure of the considered CN system

• The sufficient conditions that guaranteeing the synchronization of the formulated system are obtained based on Lya-
punov stability analysis, furthermore, the controller feedback gains, and parameter matrices of event-triggered scheme
are simultaneously derived via linear matrix inequality (LMI) technique.

The rest of the article is organized as follows. In Section 2, a decentralized event-based synchronization error model
for CNs affected by nonperiodic asynchronous DoS attacks is constructed, which is followed by the introduction of some
preliminary knowledge. The main results of the study are presented in Section 3. A numerical example is shown in
Section 4 to verify the efficiency of the proposed method. The article is concluded in Section 5.

Notation 1. Rnx represents the nx-dimensional Euclidean space, and Rnx×nx denotes the matrix of nx × nx dimensions.
N stands for the set of positive integers. MT is the transpose of matrix M. || ⋅ || represents the Euclidian norm. diag{...}
describes the block-diagonal matrix and ∗ represents the symmetric term in the matrix. 𝜆min(A) and 𝜆max(A) stand for the
minimum and maximum eigenvalue of matrix A, respectively.

2 PROBLEM FORMULATION AND PRELIMINARIES

The framework of the considered CN under nonperiodic asynchronous DoS attacks is depicted in Figure 1. As
shown, the CN consists of N coupled nodes (referred to as node), for each node i (1 ≤ i ≤ N), the sensor, event
generator, controller, actuator are included and an isolated node is embedded. The isolated nodes co-located at
N nodes are assumed to be identical, and then the studied synchronization control is how to synchronize each
node to its embedded isolated node. We would like to note that the communication network is divided into
multiple transmission channels, and each of channels serves one node for transmitting the data released by the
event generator to the controller. Then, nonperiodic DoS attacks are assumed to independently occur on each
channel. For the convenience of description, the DoS attack that compromising the channel i is referred to as
DoS i.

We consider the following CN system:37,38

ẋi(t) = Axi(t) + 𝜈(xi(t)) + 𝜎
N∑

j=1
cijΓxj(t) + Bui(t), (1)

for 1 ≤ i ≤ N, xi(t) ∈ Rnx represents the state vector of node i and ui(t) represents the corresponding control input vector,
A and B are the parameter matrices with appropriate dimensions, 𝜈: Rnx → Rnx is a continuous nonlinear vector function,
𝜎 > 0 is the strength of the network coupling, Γ = diag{t1, t2,… , tnx} is the coupling matrix in the CN, C = [cij]N×N is the
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network matrix, where cij > 0 (i ≠ j) if there is an undirected link between node i and node j, otherwise, cij = 0, and for
node i, cii = −

∑N
j=1,j≠icij.

Remark 1. The inner-coupling weight ti in Equation (1) is uncertain and it satisfies ti ≤ ti ≤ ti, where ti and ti are known
constants.

Assumption 1 (39,40). The vector-valued function 𝜈(⋅) in the system Equation (1) is a continuous nonlinear function
satisfying the following Lipschitz constraints:

||𝜈(x) − 𝜈(y)|| ≤ ||Λ(x − y)||, (2)

where the upper bound of 𝜈(⋅) is represented by a constant matrix Λ.

Let s(t) ∈ Rnx represent the state of each isolated node, which satisfies:

ṡ(t) = As(t) + 𝜈(s(t)), (3)

and the synchronization error can be described by 𝜀i(t) = xi(t) − s(t), then the error system can be formulated as:

�̇�i(t) = A𝜀i(t) + 𝜈i(t) + 𝜎
N∑

j=1
cijΓ𝜀j(t) + Bui(t), (4)

where 𝜈i(t) = 𝜈(xi(t)) − 𝜈(s(t)). In the rest of the section, we will further update the formulated system synchroniza-
tion error model by taking nonperiodic asynchronous DoS attacks and decentralized event-triggered scheme into
account.

2.1 Nonperiodic asynchronous DoS attacks

In the considered CN, the sampling times of the sensors are assumed to be periodic with interval h > 0, and the trans-
mission of released sampling-data will be influenced by DoS attacks. For DoS i, we consider a type of energy-limited
nonperiodic DoS attacks, in which the attacker will fall to sleep for a period while the energy is exhausted and then
become active with the energy restoration, so the behavior of DoS i can be depicted as:

 i(t) =

{
0, t ∈ [f i

n, f i
n + gi

n),
1, t ∈ [f i

n + gi
n, f i

n+1),
(5)

where {f i
n}n∈N and {gi

n}n∈N are the sequences of real numbers, and f i
n+1 > f i

n + gi
n. As presented in Equation (5), the nth

action interval of DoS i, that is, Di
n = [f i

n, f i
n+1), is divided into a sleeping period, that is, D̃i

n = [f i
n, f i

n + gi
n), and an active

period, that is, Di
n = [f i

n + gi
n, f i

n+1). Thus, in the time intervals {D̃i
n}n∈N, the normal communication is allowed without

disturbing of the DoS attack; in the time intervals {Di
n}n∈N, the normal communication is denied due to the DoS attack.

Remark 2. In literatures,41,42 many various detection methods, such as activity profiling and change-point
detection, have been proposed to effectively identify DoS attacks. Thus, in this article, we suppose that the
depicted DoS attacks can always be successfully detected, and then focus on designing secure synchronization
controllers.

In practice, it is hard to recover the interrupted communication immediately after the attacker stops launching DoS
attacks, we thereby regulate the start point of each action interval of DoS i, that is, f i

n (n ∈ N), as di
n = minl≥0{lh|lh ≥

f i
n}. Then, D̃i

n and Di
n are updated as D̃i

n = [di
n, f i

n + gi
n) and Di

n = [f i
n + gi

n, di
n+1) for subsequent design and analysis of

controllers.

Assumption 2 (43). The lower bound for the length of the sleeping periods and the upper bound for the length of the
active periods of the attacker are existed, which can be specifically depicted as:
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inf
n∈N

{f i
n + gi

n − di
n} ≥ gmin,

sup
n∈N

{di
n+1 − f i

n − gi
n} ≤ dmax. (6)

Remark 3. For DoS i, given the limited energy, each of active periods would not last for long time, and each sleeping
period should continue for some time to accumulate energy, so it is reasonable to make Assumption 2.

Remark 4. A lot of existing researches focus on the influence of periodic DoS attacks on CNs with single transmission
channel. However, the attackers are more likely to generate irregular and uncertain DoS signals in practice. More-
over, given the diversity of numerous nodes in CNs, it is more reasonable to consider CNs with multiple transmission
channels, and the resulting asynchronous DoS attacks should be seriously concerned. Thus, this article takes non-
periodic asynchronous DoS attacks into account, and studies the security issue occurred in synchronization control
for CNs.

2.2 Decentralized event-triggered scheme

For the purpose of saving the network bandwidth, a decentralized event-triggered scheme is adopted for the con-
sidered CN system. Thus, for each node i (1 ≤ i ≤ N), an event generator is deployed between the sensor and the
corresponding channel as presented in Figure 1. Each event generator follows the similar triggering rule to decide
whether the sampled data can be released into the channel, so we then focus on introducing the triggering rule for event
generator i.

Without considering the influence of DoS i, the following event-triggering condition proposed in Reference 18 can be
adopted.

(𝜀i(ti
kh + uih) − 𝜀i(ti

kh))TΩi(𝜀i(ti
kh + uih) − 𝜀i(ti

kh)) > 𝜌i𝜀
T
i (t

i
kh + uih)Ωi𝜀i(ti

kh + uih), (7)

where, 𝜌i ∈ (0, 1) is a given parameter; Ωi is a positive symmetric matrix; ti
kh denotes the latest triggering instant, in

which ti
k (k ∈ {0, 1, 2, ...}) are nonnegative integers and the initial state is set to be zero, that is, ti

0 = 0; ti
kh + uih represents

the current sampling instant; 𝜀i(ti
kh) and 𝜀i(ti

kh + uih) indicate the latest transmitted data and the current sampling data,
respectively.

Based on the above triggering condition Equation (7), the next triggering instant ti
k+1h can be written as:

ti
k+1h = ti

kh + min
ui≥1

{uih|(𝜀i(ti
kh + uih) − 𝜀i(ti

kh))TΩi(𝜀i(ti
kh + uih) − 𝜀i(ti

kh))

> 𝜌i𝜀
T
i (t

i
kh + uih)Ωi𝜀i(ti

kh + uih)}. (8)

Remark 5. Apparently, if 𝜌i = 0, the event-triggered scheme is reduced to a time-triggered scheme that every sampling
data can be transmitted. Otherwise, if 𝜌i ∈ (0, 1), the sampled data can be released only while the condition described in
Equation (7) is satisfied.

With the introducing of DoS i, the triggering condition depicted in Equation (7) can not be directly adopted. Thus, we
modify the condition to adapt to the nonperiodic DoS attack. Specifically, the updated event-triggering instant under DoS
i can be written as:

ti
k,nh = {ti

nj
h satisfying Equation (7)|ti

nj
h ∈ D̃i

n} ∪ {di
n}, (9)

where n ∈ N denotes the index of the action interval of DoS i; k represents the index of the updated event-triggering
instant in the nth action interval of DoS i, k ∈ {1, 2,… , ki(n)} ≜ 𝜓 i(n) and ki(n) = sup{k ∈ N|ti

k,nh ≤ f i
n + gi

n} (ti
1,nh ≜ di

n);

ti
nj

and nj are nonnegative integers, and nj = l if ti
lh is the jth triggering instant (i.e., ti

lh satisfying Equation (7)) in D̃i
n.

Remark 6. Considering that the normal communication is blocked in each interval Di
n and the start point of each

action interval of DoS attacks, that is, di
n, is a multiple of h, to assure the time and effective update of system sig-

nal, we let the sampled data always be released at the start point of each interval D̃i
n, that is, di

n, as presented in
Equation (9).
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F I G U R E 2 Example of the event-triggered scheme under nonperiodic DoS attacks

An example is listed in Figure 2 to further illustrate the event-triggered scheme under nonperiodic DoS attacks. As
shown, for node i, following the event-triggering condition without considering DoS i, the data sampled at the trigger-
ing instants ti

1h, ti
2h, ... are released. However, due to the influence of DoS i that the data released in {Di

n}n∈N will be
blocked and only the data released in {D̃i

n}n∈N can be successfully transmitted, the triggering instants are updated as
ti
1,1h,… , ti

ki(1),1h, ti
1,2h,… , ti

ki(2),2h, ..., according to Equation (9). As presented in the example, ti
1,1h = ti

1h = di
1, ti

1,2h = di
2,

and ti
2,2h = ti

3h.

2.3 Synchronization error system formulation

Based on the above decentralized event-triggered scheme and referring to Reference 44, the control input under the
described DoS i can be expressed as:

ui(t) =

{
Ki𝜀i(ti

k,nh), t ∈ [ti
k,nh, ti

k+1,nh),
0, t ∈ [f i

n + gi
n, di

n+1),
(10)

where, ti
ki(n)+1,nh = f i

n + gi
n is defined for uniform description, and 𝜀i(ti

k,nh) denotes the transmitted data between ti
k,nh and

ti
k+1,nh.

We further define V i
k,n ≜ [ti

k,nh, ti
k+1,nh) (n ∈ N, k ∈ 𝜓 i(n)) and substitute Equation (10) into Equation (4), thereby the

following event-based synchronization error model under nonperiodic asynchronous DoS attacks can be derived.

�̇�i(t) =

{
A𝜀i(t) + 𝜈i(t) + 𝜎

∑N
j=1cijΓ𝜀j(t) + BKi𝜀i(ti

k,nh), t ∈ V i
k,n,

A𝜀i(t) + 𝜈i(t) + 𝜎
∑N

j=1cijΓ𝜀j(t), t ∈ Di
n.

(11)

For analysis convenience, let oi
k,n = sup{q ∈ N|ti

k,nh + qh < ti
k+1,nh, q = 1, 2...}, so that the time interval V i

k,n can be
written as:

V i
k,n = ∪

oi
k,n+1

q=1 𝜚
i,q
k,n (12)

where, {
𝜚

i,q
k,n = [ti

k,nh + (q − 1)h, ti
k,nh + qh), q ∈ {1, 2,… , oi

k,n},

𝜚
i,oi

k,n+1
k,n = [ti

k,nh + oi
k,nh, ti

k+1,nh).
(13)
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For each k ∈ 𝜓 i(n) (n ∈ N), we can define two piecewise functions as follows:

𝜏 i
k,n(t) =

⎧⎪⎪⎨⎪⎪⎩

t − ti
k,nh, t ∈ 𝜚i,1

k,n,

t − ti
k,nh − h, t ∈ 𝜚i,2

k,n,

⋮

t − ti
k,nh − oi

k,nh, t ∈ 𝜚
i,oi

k,n+1
k,n ,

(14)

and

ei
k,n(t) =

⎧⎪⎪⎨⎪⎪⎩

0, t ∈ 𝜚i,1
k,n,

𝜀i(ti
k,nh) − 𝜀i(ti

k,nh + h), t ∈ 𝜚i,2
k,n,

⋮

𝜀i(ti
k,nh) − 𝜀i(ti

k,nh + oi
k,nh), t ∈ 𝜚

i,oi
k,n+1

k,n .

(15)

Obviously, 𝜏 i
k,n(t) ∈ [0, h) for t ∈ V i

k,n. According to the above two functions, 𝜀i(ti
k,nh) can be described as:

𝜀i(ti
k,nh) = 𝜀i(t − 𝜏 i

k,n(t)) + ei
k,n(t). (16)

Then, the triggering condition of node i can be represented as:

(ei
k,n(t))

TΩiei
k,n(t) > 𝜌i𝜀

T
i (t − 𝜏

i
k,n(t))Ωi𝜀i(t − 𝜏 i

k,n(t)). (17)

By combining Equations (11) and (16), then the event-based synchronization error model can be formulated
as:

⎧⎪⎨⎪⎩
�̇�i(t) =

{
A𝜀i(t) + 𝜈i(t) + 𝜎

∑N
j=1cijΓ𝜀j(t) + BKi𝜀i(t − 𝜏 i

k,n(t)) + BKiei
k,n(t), t ∈ V i

k,n,

A𝜀i(t) + 𝜈i(t) + 𝜎
∑N

j=1cijΓ𝜀j(t), t ∈ Di
n,

𝜀i(t) = 𝛿i(t), t ∈ [−h, 0],

(18)

where 𝛿i(t) is the initial function of 𝜀i(t).
At the end of the section, we would like to give the following definitions and lemma to derive the main

results.

Definition 1 (43). The synchronization error system described by Equation (18) is said to be exponentially stable
(ES) if there exist constants 𝜖i > 0 and 𝜄i > 0 such that ||𝜀i(t)|| ≤ 𝜖ie−𝜄it||𝛿i(0)||h for all t ≥ 0, where 𝜄i is called the decay
rate.

Definition 2 (44). During the time interval [0, t), let ni(t) denote the number of off/on transitions in DoS i, that is, ni(t) =
card {f i

n + gi
n ∈ [0, t)|n ∈ N}, where card{⋅} represents the size of the set. Then, for given parameters 𝜍i ⩾ 0 and 𝜂i ⩾ 0,

ni(t) satisfies:

ni(t) ≤ 𝜂i +
t
𝜍i
, t ⩾ 0. (19)

Lemma 1 (45). For given x, y ∈ Rnx , and positive definite matrix R ∈ Rnx×nx , the following inequality holds:

2xTy ≤ xTRx + yTR−1y. (20)

3 MAIN RESULTS

Given that the synchronization means limt→∞ 𝜀i(t) = 0, then the synchronization control problem can be transformed
into proving the stability of the formulated error system. Thus, the sufficient conditions to guarantee the ES of the
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system described by Equation (18) are first analyzed based on Lyapunov stability theory, then the controller gains and
event-triggering parameters are obtained by using LMI technique in this section.

Theorem 1. For given scalars 𝛼w
i > 0, 𝜇w

i > 0, (1 ≤ i ≤ N, w = 1, 2), 0 < 𝜌i < 1, sampling period h > 0, DoS parameters
𝜂i ≥ 0, 𝜍i ≥ 0, matrix Λ and feedback gain matrices Ki, the synchronization error system formulated as Equation (18) is ES
with decay rate 𝜄i =

𝜑i
2

, if there exist symmetric positive definite matrices Pw
i , Qw

i , Rw
i , Ωi and free weight matrices Mw

i , Nw
i ,

then the following nonlinear matrix inequalities Equation (21) and conditions Equations (22)–(26) can be derived:

Σw
i =

⎡⎢⎢⎢⎢⎢⎣

𝛩w
1i ∗ ∗ ∗√

h(Mw
i )

T 𝛩w
2i ∗ ∗√

h(Nw
i )

T 0 𝛩w
3i ∗

𝛩w
4i 0 0 𝛩w

5i

⎤⎥⎥⎥⎥⎥⎦
< 0, (21)

P1
i ≤ 𝜇2

i P2
i , (22)

P2
i ≤ 𝜇1

i e2(𝛼1
i +𝛼

2
i )hP1

i , (23)

Q1
i ≤ 𝜇2

i Q2
i ,Q

2
i ≤ 𝜇1

i Q1
i , (24)

R1
i ≤ 𝜇2

i R2
i ,R

2
i ≤ 𝜇1

i R1
i , (25)

0 < 𝜑i =
2𝛼1

i gmin − 2(𝛼1
i + 𝛼

2
i )h − 2𝛼2

i dmax − ln(𝜇1
i 𝜇

2
i )

𝜍i
, (26)

where 𝛩w
1i = Hw

i + Δw
i + (Δw

i )
T with

H1
i =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Π1
1i ∗ ∗ ∗ ∗ ∗

P1
i −I ∗ ∗ ∗ ∗

KT
i BTP1

i 0 𝜌iΩi ∗ ∗ ∗
KT

i BTP1
i 0 0 −Ωi ∗ ∗

0 0 0 0 −e−2𝛼1
i hQ1

i ∗
Π1

2i 0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,H2

i =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Π2
1i ∗ ∗ ∗ ∗

P2
i −I ∗ ∗ ∗

0 0 0 ∗ ∗
0 0 0 −e2𝛼2

i hQ2
i ∗

Π2
2i 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
;

Π1
1i = 2𝛼1

i P1
i + P1

i A + ATP1
i + Q1

i + ΛTΛ + 𝜎ciiΓTP1
i ,Π

2
1i = −2𝛼2

i P2
i + P2

i A + ATP2
i + Q2

i + ΛTΛ + 𝜎ciiΓTP2
i ,

Π1
2i =

[
𝜎ci1P1

i Γ ... 𝜎ci(i−1)P1
i Γ 𝜎ci(i+1)P1

i Γ ... 𝜎ciN P1
i Γ
]T
,

Π2
2i =

[
𝜎ci1P2

i Γ ... 𝜎ci(i−1)P2
i Γ 𝜎ci(i+1)P2

i Γ ... 𝜎ciN P2
i Γ
]T
,

Δ1
i =

[
M1

i 0 N1
i − M1

i 0 −N1
i 0nx×(N−1)

]
,Δ2

i =
[

M2
i 0 N2

i − M2
i −N2

i 0nx×(N−1)

]
,

M1
i =

[
M1

1i M1
2i M1

3i M1
4i M1

5i M1
6i ... M1

(N+4)i

]
,N1

i =
[

N1
1i N1

2i N1
3i N1

4i N1
5i N1

6i ... N1
(N+4)i

]
,

M2
i =

[
M2

1i M2
2i M2

3i M2
4i M2

5i M2
6i ... M2

(N+3)i

]
,N2

i =
[

N2
1i N2

2i N2
3i N2

4i N2
5i N2

6i ... N2
(N+3)i

]
,

𝛩1
2i= 𝛩1

3i = −e−2𝛼1
i hR1

i , 𝛩
2
2i= 𝛩2

3i = −R2
i , 𝛩

w
4i =

√
hA

w
i Rw

i , 𝛩
w
5i = −Rw

i ,

A
1
i = [A + 𝜎ciiΓ I BKi BKi 0 𝜎ci1Γ ... 𝜎ci(i−1)Γ 𝜎ci(i+1)Γ ... 𝜎ciNΓ],

A
2
i = [A + 𝜎ciiΓ I 0 0 𝜎ci1Γ ... 𝜎ci(i−1)Γ 𝜎ci(i+1)Γ ... 𝜎ciNΓ].

Proof. In terms of the system Equation (18), we construct a Lyapunov function as follow:

Vi(t) = V m(t)
i (t) = V m(t)

1i (t) + V m(t)
2i (t) + V m(t)

3i (t), (27)

where,
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V m(t)
1i (t) = 𝜀T

i (t)P
m(t)
i 𝜀i(t),

V m(t)
2i (t) = ∫

t

t−h
𝜀T

i (s)z(⋅)Q
m(t)
i 𝜀i(s)ds,

V m(t)
3i (t) = ∫

0

−h∫
t

t+𝜃
�̇�T

i (s)z(⋅)R
m(t)
i �̇�i(s)dsd𝜃,

and m(t) =

{
1, t ∈ V i

k,n

2, t ∈ Di
n

, z(⋅) ≜ e2(−1)m(t)𝛼
m(t)
i (t−s).

Then, taking the derivative of V m(t)
1i , V m(t)

2i , and V m(t)
3i , the following equations can be obtained:

V̇ m(t)
1i = 2𝜀T

i (t)P
m(t)
i �̇�i(t), (28)

V̇ m(t)
2i = 2(−1)m(t)𝛼

m(t)
i V m(t)

2i (t) + 𝜀T
i (t)Q

m(t)
i 𝜀i(t) − 𝜀T

i (t − h)e2(−1)m(t)𝛼
m(t)
i hQm(t)

i 𝜀i(t − h), (29)

V̇ m(t)
3i = 2(−1)m(t)𝛼

m(t)
i V m(t)

3i (t) + h�̇�T
i (t)R

m(t)
i �̇�i(t) − ∫

t

t−h
�̇�T

i (s)e
2(−1)m(t)𝛼

m(t)
i (t−s)Rm(t)

i �̇�i(s)ds. (30)

By employing the free-weighting matrices method, for appropriately dimensioned matrices Mm(t)
i and Nm(t)

i , we can
get:

2(𝜉m(t)
i (t))TMm(t)

i

[
𝜀i(t) − 𝜀i(t − 𝜏 i

k,n(t)) − ∫
t

t−𝜏 i
k,n(t)

�̇�i(s)ds

]
= 0,

2(𝜉m(t)
i (t))TNm(t)

i

[
𝜀i(t − 𝜏 i

k,n(t)) − 𝜀i(t − h) − ∫
t−𝜏 i

k,n(t)

t−h
�̇�i(s)ds

]
= 0,

where 𝜉1
i (t) = [𝜀T

i (t) 𝜈T
i (t) 𝜀T

i (t − 𝜏
i
k,n(t)) (ei

k,n(t))
T 𝜀T

i (t − h) 𝜀T
1 (t) ... 𝜀

T
i−1(t) 𝜀T

i+1(t) ... 𝜀
T
N(t)]

T ,
𝜉2

i (t) = [𝜀T
i (t) 𝜈T

i (t) 𝜀T
i (t − 𝜏

i
k,n(t)) 𝜀T

i (t − h) 𝜀T
1 (t) ... 𝜀

T
i−1(t) 𝜀T

i+1(t) ... 𝜀
T
N(t)]

T .
By applying Lemma 1, for given real matrices Rm(t)

i , the following inequalities can be obtained:

−2(𝜉m(t)
i (t))TMm(t)

i ∫
t

t−𝜏 i
k,n(t)

�̇�i(s)ds ≤ 𝜏 i
k,n(t)(𝜉

m(t)
i (t))TMm(t)

i e2(−1)m(t)+1𝛼
m(t)
i 𝜆m(t)(t−s)(Rm(t)

i )−1(Mm(t)
i )T𝜉

m(t)
i (t)

+ ∫
t

t−𝜏 i
k,n(t)

�̇�T
i (s)e

2(−1)m(t)𝛼
m(t)
i 𝜆m(t)(t−s)Rm(t)

i �̇�i(s)ds, (31)

−2(𝜉m(t)
i (t))TNm(t)

i ∫
t−𝜏 i

k,n(t)

t−h
�̇�i(s)ds ≤ (h − 𝜏 i

k,n(t))(𝜉
m(t)
i (t))TNm(t)

i e2(−1)m(t)+1𝛼
m(t)
i 𝜆m(t)(t−s)(Rm(t)

i )−1(Nm(t)
i )T𝜉

m(t)
i (t)

+ ∫
t−𝜏 i

k,n(t)

t−h
�̇�T

i (s)e
2(−1)m(t)𝛼

m(t)
i 𝜆m(t)(t−s)Rm(t)

i �̇�i(s)ds, (32)

where 𝜆1 = 1, 𝜆2 = 0.
Recalling Assumption 1, it is equivalent to:

𝜈T
i (t)𝜈i(t) ≤ 𝜀T

i (t)Λ
TΛ𝜀i(t). (33)

Combining the triggering condition Equations (17) and (28)–(33), we can obtain:

V̇ i(t) ≤ 2(−1)m(t)𝛼
m(t)
i V m(t)

i (t) + 2(−1)m(t)+1𝛼
m(t)
i 𝜀T

i (t)P
m(t)
i 𝜀i(t) + 2𝜀T

i (t)P
m(t)
i

(
A𝜀i(t) + 𝜈i(t) + 𝜎

N∑
j=1

cijΓ𝜀j(t)

+ 𝜆m(t)(BKi𝜀i(t − 𝜏 i
k,n(t)) + BKiei

k,n(t))
)
+ 𝜀T

i (t)Q
m(t)
i 𝜀i(t) − 𝜀T

i (t − h)e2(−1)m(t)𝛼
m(t)
i hQm(t)

i 𝜀i(t − h)
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+ h(A𝜀i(t) + 𝜈i(t) + 𝜎
N∑

j=1
cijΓ𝜀j(t) + 𝜆m(t)(BKi𝜀i(t − 𝜏 i

k,n(t)) + BKiei
k,n(t)))

TRm(t)
i (A𝜀i(t) + 𝜈i(t)

+ 𝜎
N∑

j=1
cijΓ𝜀j(t) + 𝜆m(t)(BKi𝜀i(t − 𝜏 i

k,n(t)) + BKiei
k,n(t))) + 2(𝜉m(t)

i (t))TMm(t)
i [𝜀i(t) − 𝜀i(t − 𝜏 i

k,n(t))]

+ 2(𝜉m(t)
i (t))TNm(t)

i [𝜀i(t − 𝜏 i
k,n(t)) − 𝜀i(t − h)] + h(𝜉m(t)

i (t))TMm(t)
i e2(−1)m(t)+1𝛼

m(t)
i 𝜆m(t)(t−s)(Rm(t)

i )−1(Mm(t)
i )T𝜉

m(t)
i (t)

+ h(𝜉m(t)
i (t))TNm(t)

i e2(−1)m(t)+1𝛼
m(t)
i 𝜆m(t)(t−s)(Rm(t)

i )−1(Nm(t)
i )T𝜉

m(t)
i (t) + 𝜀T

i (t)Λ
TΛ𝜀i(t) − 𝜈T

i (t)𝜈i(t)
+ 𝜆m(t)(𝜌i𝜀

T
i (t − 𝜏

i
k,n(t))Ωi𝜀i(t − 𝜏 i

k,n(t)) − (ei
k,n(t))

TΩiei
k,n(t). (34)

Then, we have:

V̇ i(t) ≤ 2(−1)m(t)𝛼
m(t)
i V m(t)

i (t) + (𝜉m(t)
i (t))T[𝛩m(t)

1i + hMm(t)
i e2(−1)m(t)+1𝛼

m(t)
i 𝜆m(t)(t−s)(Rm(t)

i )−1(Mm(t)
i )T

+ hNm(t)
i e2(−1)m(t)+1𝛼

m(t)
i 𝜆m(t)(t−s)(Rm(t)

i )−1(Nm(t)
i )T + h(Am(t)

i )TRm(t)
i A

m(t)
i ]𝜉m(t)

i (t). (35)

Given Σm(t)
i < 0 and by referring to Schur complement, it can be found that:

(𝜉m(t)
i (t))T[𝛩m(t)

1i + hMm(t)
i e2(−1)m(t)+1𝛼

m(t)
i 𝜆m(t)(t−s)(Rm(t)

i )−1(Mm(t)
i )T + hNm(t)

i e2(−1)m(t)+1𝛼
m(t)
i 𝜆m(t)(t−s)(Rm(t)

i )−1(Nm(t)
i )T

+ h(Am(t)
i )TRm(t)

i A
m(t)
i ]𝜉m(t)

i (t) < 0. (36)

Hence,

V̇ i(t) ≤ 2(−1)m(t)𝛼
m(t)
i V m(t)

i (t),

which means that:

Vi(t) ≤
{

e−2𝛼1
i (t−di

n)V 1
i (d

i
n), t ∈ D̃i

n,

e2𝛼2
i (t−f i

n−gi
n)V 2

i (f
i
n + gi

n), t ∈ Di
n.

(37)

For given conditions P1
i ≤ 𝜇2

i P2
i , Q1

i ≤ 𝜇2
i Q2

i and R1
i ≤ 𝜇2

i R2
i in Equations (22)–(25), it can be easily derived that:

V 1
i (d

i
n) ≤ 𝜇2

i V 2
i (d̃

i
n), (38)

where d̃i
n = limt→di

n
− t. Similarly, with other conditions in Equations (22)–(25), we can get:

V 2
i (f

i
n + gi

n) ≤ 𝜇1
i e2(𝛼1

i +𝛼
2
i )hV 1

i (f̃
i
n + gi

n), (39)

where f̃ i
n + gi

n = limt→(f i
n+gi

n)− t.
Then, the following two cases are specifically analyzed:
Case 1 (t ∈ D̃i

n): we can get the following inequalities by employing Equations (37)–(39) and Assumption 2:

V 1
i (t) ≤ e−2𝛼1

i (t−di
n)V 1

i (d
i
n) ≤ 𝜇2

i e−2𝛼1
i (t−di

n)V 2
i (d̃

i
n) ≤ 𝜇2

i V 2
i (d̃

i
n)

≤ 𝜇2
i e2𝛼2

i (d
i
n−f i

n−1−gi
n−1)V 2

i (f
i
n−1 + gi

n−1) ≤ 𝜇2
i e2𝛼2

i dmax V 2
i (f

i
n−1 + gi

n−1)

≤ 𝜇1
i 𝜇

2
i e2𝛼2

i dmax+2(𝛼1
i +𝛼

2
i )hV 1

i (
̃f i

n−1 + gi
n−1)

≤ 𝜇1
i 𝜇

2
i e2𝛼2

i dmax+2(𝛼1
i +𝛼

2
i )h−2𝛼1

i (f
i
n−1+gi

n−1−di
n−1)V 1

i (d
i
n−1) ≤ 𝜇1

i 𝜇
2
i e2𝛼2

i dmax+2(𝛼1
i +𝛼

2
i )h−2𝛼1

i gmin V 1
i (d

i
n−1)

≤ …

≤ eni(t)×2(𝛼1
i +𝛼

2
i )h+ni(t)ln(𝜇1

i 𝜇
2
i )+ni(t)×2𝛼2

i dmax−ni(t)×2𝛼1
i gmin V 1

i (0)

≤ ep1
i (t)V 1

i (0),
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where p1
i (t) = (𝜂i + t

𝜍i
) × 2(𝛼1

i + 𝛼
2
i )h + 2𝛼2

i dmax(𝜂i + t
𝜍i
) − 2𝛼1

i gmin(𝜂i + t
𝜍i
) + (𝜂i + t

𝜍i
)ln(𝜇1

i 𝜇
2
i ). Then, according to

Equation (26), we have:

V 1
i (t) ≤ eb1

i e−𝜑itV 1
i (0), (40)

where b1
i = 2𝜂i(𝛼1

i + 𝛼
2
i )h + 𝜂iln(𝜇1

i 𝜇
2
i ) + 2𝛼2

i dmax𝜂i − 2𝛼1
i gmin𝜂i.

Case 2 (t ∈ Di
n): with the similar procedure as in Case 1, we can obtain:

V 2
i (t) ≤ 1

𝜇2
i

eb2
i e−𝜑itV 1

i (0), (41)

where b2
i = (𝜂i + 1)(2(𝛼1

i + 𝛼
2
i )h + ln(𝜇1

i 𝜇
2
i ) + 2𝛼2

i dmax𝜂i − 2𝛼1
i gmin).

Base on the above analysis and defining Wi = max{eb1
i , 1
𝜇2

i
eb2

i },𝜛1
i = min{𝜆min(P1

i ,P
2
i )},𝜛2

i = 𝜆max(P1
i ) + h𝜆max(Q1

i ) +
h2

2
𝜆max(R1

i ), 𝜄i =
𝜑i
2

, it is available that:

Vi(t) ≤ Wie−𝜑itV 1
i (0), (42)

according to Equations (40) and (41).
Thus, we have:

Vi(t) ≥ 𝜛1
i ||𝜀i(t)||2,V 1

i (0) ≤ 𝜛2
i ||𝛿i(0)||2h. (43)

Combining Equations (42) and (43), it yields that:

||𝜀i(t)||2 ≤
√√√√Wi𝜛

2
i

𝜛1
i

e−𝜄it||𝛿i(0)||h,
which validates that the system Equation (18) is ES with decay rate 𝜄i. ▪

It is noteworthy that Theorem 1 only analyzes the ES of the synchronization error system by giving the sufficient
conditions, but did not succeed in solving the problem of controllers design. In Theorem 2, we then determine the control
parameters Ki and triggering matrices Ωi.

Theorem 2. For given scalars 𝛼w
i > 0, 𝜇w

i > 0, 𝜅w
i > 0, rw

i > 0, sw
i > 0 (1 ≤ i ≤ N, w = 1, 2), 0 < 𝜌i < 1, sampling period

h > 0, DoS parameters 𝜂i ≥ 0, 𝜍i ≥ 0 and matrix Λ, the system Equation (18) is ES with decay rate 𝜄i =
𝜑i
2

, if there exist
symmetric positive definite matrices Pw

i , Xw
i , Yi and suitable dimension matrices Qw

i , Rw
i , Mw

i , Nw
i , Ωi, so the condition

Equation (26) and the following LMIs hold:

Ξw
i =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝛩w
1i ∗ ∗ ∗ ∗√

h(Mw
i )

T 𝛩w
2i ∗ ∗ ∗√

h(Nw
i )

T 0 𝛩w
3i ∗ ∗

𝛩w
4i 0 0 𝛩w

5i ∗
𝛩w

6i 0 0 0 −I

⎤⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (44)

[
−𝜇2

i X2
i ∗

X2
i −X1

i

]
≤ 0, (45)

[
−𝜇1

i e2(𝛼1
i +𝛼

2
i )hX1

i ∗
X1

i −X2
i

]
≤ 0, (46)
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−𝜇1

i R1
i ∗

X1
i r2

i r2
i R2

i − 2r2
i X2

i

]
≤ 0,

[
−𝜇2

i R2
i ∗

X2
i r1

i r1
i R1

i − 2r1
i X1

i

]
≤ 0, (47)[

−𝜇1
i Q1

i ∗
X1

i s2
i s2

i Q2
i − 2s2

i X2
i

]
≤ 0,

[
−𝜇2

i Q2
i ∗

X2
i s1

i s1
i Q1

i − 2s1
i X1

i

]
≤ 0, (48)

moreover, the control parameters and triggering matrices are Ki = YiX−1
i and Ωi = X−1

i ΩiX−1
i , respectively, where,

𝛩1
1i =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

E1
1i ∗ ∗ ∗ ∗ ∗
I −I ∗ ∗ ∗ ∗

Y T
i BT 0 𝜌iΩi ∗ ∗ ∗

Y T
i BT 0 0 −Ωi ∗ ∗
0 0 0 0 −e−2𝛼1

i hQ1
i ∗

E1
2i 0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, 𝛩2

1i =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

E2
1i ∗ ∗ ∗ ∗
I −I ∗ ∗ ∗
0 0 0 ∗ ∗
0 0 0 −e2𝛼2

i hQ2
i ∗

E2
2i 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
,

E1
1i = 2𝛼1

i X1
i + AX1

i + X1
i AT + Q1

i + 𝜎ciiX1
i Γ

T ,E2
1i = −2𝛼2

i X2
i + AX2

i + X2
i AT + Q2

i + 𝜎ciiX2
i Γ

T ,

E1
2i = [𝜎ci1ΓX1

i ... 𝜎ci(i−1)ΓX1
i 𝜎ci(i+1)ΓX1

i ... 𝜎ciNΓX1
i ]

T ,E2
2i = [𝜎ci1ΓX2

i ... 𝜎ci(i−1)ΓX2
i 𝜎ci(i+1)ΓX2

i ... 𝜎ciNΓX2
i ]

T ,

Δ1
i = [M1

i 0 N1
i − M1

i 0 − N1
i 0nx×(N−1)],Δ2

i = [M2
i 0 N2

i − M2
i − N2

i 0nx×(N−1)],

𝛩1
2i = 𝛩1

3i = −e−2𝛼1
i hR1

i , 𝛩
2
2i = 𝛩2

3i = −R2
i , 𝛩

w
5i = −2𝜅w

i Xw
i + 𝜅w

i 𝜅
w
i Rw

i , 𝛩
1
6i = [ΛX1

i 0nx×(N+4)], 𝛩2
6i = [ΛX2

i 0nx×(N+3)]

𝛩1
4i = [

√
h(A + 𝜎ciiΓ)X1

i

√
hI

√
hBYi

√
hBYi 0

√
h𝜎ci1ΓX1

i ...
√

h𝜎ci(i−1)ΓX1
i

√
h𝜎ci(i+1)ΓX1

i ...
√

h𝜎ciNΓX1
i ],

𝛩2
4i = [

√
h(A + 𝜎ciiΓ)X2

i

√
hI 0 0

√
h𝜎ci1ΓX2

i ...
√

h𝜎ci(i−1)ΓX2
i

√
h𝜎ci(i+1)ΓX2

i ...
√

h𝜎ciNΓX2
i ].

Proof. According to Schur complement method, the matrix inequalities Equation (21) hold only if the following matrix
inequalities hold:

Ξw
i =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝛩w
1i ∗ ∗ ∗ ∗√

h(Mw
i )

T 𝛩w
2i ∗ ∗ ∗√

h(Nw
i )

T 0 𝛩w
3i ∗ ∗

𝛩w
4i 0 0 𝛩w

5i ∗
𝛩w

6i 0 0 0 −I

⎤⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (49)

where 𝛩w
2i and 𝛩w

3i are defined in Theorem 1, 𝛩w
1i = H̃w

i + Δw
i + (Δw

i )
T ,

H̃1
i =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Π̃1
1i ∗ ∗ ∗ ∗ ∗

P1
i −I ∗ ∗ ∗ ∗

KT
i BTP1

i 0 𝜌iΩi ∗ ∗ ∗
KT

i BTP1
i 0 0 −Ωi ∗ ∗

0 0 0 0 −e−2𝛼1
i hQ1

i ∗
Π1

2i 0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, H̃2

i =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Π̃2
1i ∗ ∗ ∗ ∗

P2
i −I ∗ ∗ ∗

0 0 0 ∗ ∗
0 0 0 −e2𝛼2

i hQ2
i ∗

Π2
2i 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
,

Π̃1
1i = 2𝛼1

i P1
i + P1

i A + ATP1
i + Q1

i + 𝜎ciiΓTP1
i , Π̃

2
1i = −2𝛼2

i P2
i + P2

i A + ATP2
i + Q2

i + 𝜎ciiΓTP2
i ,

𝛩w
4i =

√
hPw

i A
w
i , 𝛩

w
5i = −Pw

i (R
w
i )

−1Pw
i , 𝛩

1
6i = [Λ 0nx×(N+4)], 𝛩2

6i = [Λ 0nx×(N+3)].

For any positive definite matrices Rw
i ,P

w
i and scalar 𝜅w

i > 0, it can be obtained that:46

(Rw
i − (𝜅w

i )
−1Pw

i )(R
w
i )

−1(Rw
i − (𝜅w

i )
−1Pw

i ) ≥ 0. (50)
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According to Equation (50), we can derive:

−Pw
i (R

w
i )

−1Pw
i ≤ −2𝜅w

i Pw
i + 𝜅w

i 𝜅
w
i Rw

i . (51)

Thus, by substituting −Pw
i (R

w
i )

−1Pw
i with −2𝜅w

i Pw
i + 𝜅w

i 𝜅
w
i Rw

i in Equation (49), it can be observed that Ξw
i < 0 hold

when the following matrix inequalities set up:

Ξ̃w
i =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝛩w
1i ∗ ∗ ∗ ∗√

h(Mw
i )

T 𝛩w
2i ∗ ∗ ∗√

h(Nw
i )

T 0 𝛩w
3i ∗ ∗

𝛩w
4i 0 0 −2𝜅w

i Pw
i + 𝜅w

i 𝜅
w
i Rw

i ∗
𝛩w

6i 0 0 0 −I

⎤⎥⎥⎥⎥⎥⎥⎥⎦
< 0. (52)

For w = 1, define X1
i = (P1

i )
−1, Yi = KiX1

i , Li = diag{X1
i , I,X

1
i ,X

1
i ,X

1
i ,X

1
i ,X

1
i ,X

1
i ,X

1
i , I}, Q1

i = X1
i Q1

i X1
i , R1

i = X1
i R1

i X1
i ,

M1
i = X1

i M1
i X1

i , N1
i = X1

i N1
i X1

i ,Ωi = X1
i ΩiX1

i , pre- and post-multiplying Equation (52) with Li, then Equation (44) with w =
1 can be obtained based on Schur complement, the inequality Equation (44) with w = 2 can also be derived by following
the same process, which imply that Equation (44) is equivalent to Equation (21) given in Theorem 1.

Through the similar derivation based on Schur complement, it is not difficult to confirm that Equations (45)–(48) are
equivalent to Equations (22)–(25), respectively. We thus prove the theorem. ▪

Remark 7. It is worth noting that the system stability performance can be directly reflected by decay rates 𝜄i ∈ (0, 1).16

That is to say, the larger the 𝜄min = min{𝜄i|1 ≤ i ≤ N}, the better the stability performance. Thus, to achieve better stability
performance, the related parameters should be set to get larger 𝜄i (consequently with larger 𝜄min). From Equation (26), we
can derive that:

𝜄i =
𝜑i

2
=

2𝛼1
i gmin − 2(𝛼1

i + 𝛼
2
i )h − 2𝛼2

i dmax − ln(𝜇1
i 𝜇

2
i )

2𝜍i
,

it is obviously that 𝜄i is influenced by parameters h, gmin, dmax, 𝛼1
i , 𝛼2

i , and 𝜇w
i (w = 1, 2). By using the method of change

one parameter, fixed the remaining parameters, we can find that the smaller the h/𝜇w
i /dmax/𝛼2

i , the larger the 𝜄i; and the
greater the gmin/𝛼1

i , the larger the 𝜄i. To be emphasized, for the sampling period h, it has been demonstrated that a smaller
h leads to better stability performance, but it also increases the burden of sampling and trigger judgment. Thus, too small
h should be to avoid being set.

Remark 8. Comparing with References 24,35,36, which studied event-triggered control scheme for networked con-
trol systems (NCSs), distributed consensus control issue for multi-agent systems (MASs) and input-to-state stabilizing
control problem for cyber-physical systems (CPSs) by taking DoS attacks into consideration, respectively, the focus
of this article is to study decentralized synchronization control issue for event-based CNs under DoS attacks. More-
over, differing from24 which considered singe-channel DoS attacks scenario, this article studies multi-channel scenario
with asynchronous DoS attacks given the feature of CNs; although the similar asynchronous DoS attacks scenarios
were also considered in References 35,36, but this article further takes network resource constraints into account,
and then constructs a decentralized event-triggered scheme under asynchronous DoS attack, which is untouched in
References 35,36.

Remark 9. Event-triggered scheme that can avoid unnecessary data transmission has gained wide attention. In Refer-
ence 15, periodic event-triggered control for linear systems was studied, while a delay-based event-triggered controller
was designed in Reference 18. Given the effectiveness of the proposed event-triggered schemes, extensive researches have
been conducted based on them. Thus, in this study, we adopt the similar event-triggered condition, interval-partition
and time-delay methods as18 to model a decentralized event-triggered scheme. However, since that asynchronous non-
periodic DoS attacks are considered in this article, the designed decentralized event-triggered scheme differs a lot
from the mechanisms proposed in References 15,18, furthermore, the ultimate aim of this article is to realize syn-
chronization control for CNs under limited network resources and DoS attacks, which also differs this article from
References 15,18.
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Remark 10. Lyapunov functional approach is a classic method which has been widely used to analyze the stability of con-
trol systems. Therefore, we use the approach and combining with LMI technique to analyze the stability of the formulated
synchronization error system. Although Lyapunov functional approach was also adopted in References 15,18,24,35,36,
but we propose different Lyapunov functions according to our analysis target, and thus different analyzing results are
obtained.

4 NUMERICAL SIMULATION RESULTS

In this section, we conduct simulations to validate the efficiency of our study. Consider the following continuous CN
system composed of three nodes (i.e., N = 3).

ẋi(t) = Axi(t) + 𝜈(xi(t)) + 𝜎
N∑

j=1
cijΓxj(t) + Bui(t), 1 ≤ i ≤ N, (53)

where,

xi(t) =

[
xi1(t)
xi2(t)

]
,A =

[
−1.6 0.8
1.6 −0.8

]
,B =

[
0.8
5

]
.

The coupled network matrix of three nodes in the system is assumed to be:

C =
⎡⎢⎢⎢⎣
−0.2 0.1 0.1
0.1 −0.2 0.1
0.1 0.1 −0.2

⎤⎥⎥⎥⎦ .
The nonlinear function 𝜈(xi(t)) is set as follows:

𝜈(xi(t)) =

[
0.1xi1(t) − tanh(0.1xi2(t))
0.1xi2(t) − tanh(0.1xi1(t))

]
,

and the upper bound matrix of 𝜈(⋅) is:

Λ =

[
0.1 0
0 0.1

]
.

The coupling matrix Γ is set to be diag{0.5, 0.5}. By referring to References 37,44, we further let the sampling period h =
0.05 s, the coupling strength 𝜎 = 0.8, 𝛼1

1 = 0.15, 𝛼1
2 = 0.1, 𝛼2

1 = 0.55, 𝛼2
2 = 0.15, 𝛼3

1 = 0.25, 𝛼3
2 = 0.05, 𝜇1

1 = 1.01, 𝜇1
2 = 1.01,

𝜇2
1 = 1.35, 𝜇2

2 = 1.21, 𝜇3
1 = 1.05, 𝜇3

2 = 1.01, dmax = 2, gmin = 2, 𝜌1 = 0.2, 𝜌2 = 0.2, 𝜌3 = 0.3, rw
i = 10, sw

i = 10 (i = 1, 2, 3;w =
1, 2). The state initial conditions are supposed to be: xT

1 (0) = [2.5 − 1.5], xT
2 (0) = [2 −0.5], xT

3 (0) = [2.6 −1.2], sT(0) =
[−0.5 0.5].

Based on the above simulation settings, we solve LMIs presented in Theorem 2 by employing MATLAB, and then
obtain the following feedback gains and triggering parameter matrices.

K1 = [−0.1691 − 0.1597], K2 = [−0.1428 −0.1571],

K3 = [−0.1378 − 0.1692], Ω1 =

[
0.1773 0.0370
0.0370 0.0801

]
,

Ω2 =

[
0.0976 0.0162
0.0162 0.0722

]
, Ω3 =

[
0.1165 0.0116
0.0116 0.0868

]
.
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F I G U R E 3 The state responses of xi (i = 1, 2, 3) without control input

F I G U R E 4 The state responses of xi (i = 1, 2, 3) under control input

According to the calculated results and given parameters, the simulation outcomes are specifically shown in
Figures 3–9.

Figures 3 and 4 depict the state trajectories of the three simulated nodes in the CN with and without control input,
respectively. From Figure 4, it can be found that the system state can become stable under the designed control strategy,
which can not be achieved in Figure 3.
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F I G U R E 5 Synchronization errors 𝜀i (i = 1, 2, 3) without control input

F I G U R E 6 Synchronization errors 𝜀i (i = 1, 2, 3) under control input ui(t)

By considering the absence and presence of control input, the responses of the synchronization errors of the three
nodes are presented by Figures 5 and 6, respectively. As shown in Figure 6, the synchronization errors tend to zero under
the designed control strategy, which can not be realized in Figure 5.

Figure 7 describes the changes of jamming signals when DoS attacks nonperiodically occurred. Figure 8 depicts the
trigger intervals and release moments of three event generators. Figure 9 shows the trajectories of corresponding control
inputs against DoS attacks.
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F I G U R E 7 The DoS signals

F I G U R E 8 The event-triggered instants and intervals
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F I G U R E 9 Control input ui (i = 1, 2, 3) under the DoS attacks

T A B L E 1 𝜄min for different values of h

h 0.01 0.02 0.05 0.10 0.20

𝜄min 0.3915 0.3880 0.3775 0.3600 0.3250

T A B L E 2 𝜄min for different values of 𝜇w
i

𝝁
w
i

0.85 0.90 1.01 1.25 1.50

𝜄min 0.4638 0.4352 0.3775 0.2709 0.1798

T A B L E 3 𝜄min for different values of dmax

dmax 0.20 1 2 3 5

𝜄min 0.5125 0.4525 0.3775 0.3025 0.1525

To validate the results presented in Remark 7, we then show the variations of 𝜄min (i.e., the system sta-
bility performance) with the changes of the related parameters, that is, h, 𝜇w

i , dmax, 𝛼2
i , gmin, and 𝛼1

i , in
Tables 1–6.

For this, we first set h = 0.05, 𝜇w
i = 1.01 (i = 1, 2, 3;w = 1, 2), dmax = 2, 𝛼2

i = 0.15, gmin = 2, and 𝛼1
i = 0.55. Then,

we vary the value of one parameter while fix the values of the other parameters at a time. Based on the
method, the impacts of h, 𝜇w

i , dmax, and 𝛼2
i on 𝜄min are presented in Tables 1–4, respectively, and we can see

that the larger the h (𝜇w
i ∕dmax∕𝛼2

i ), the smaller the 𝜄min. Meanwhile, the relationships between gmin, 𝛼1
i and 𝜄min

are shown in Tables 5 and 6, respectively, and it can be observed that the larger the gmin (𝛼1
i ), the greater the

𝜄min.
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T A B L E 4 𝜄min for different values of 𝛼2
i

𝜶
2
i

0.01 0.10 0.15 0.30 0.50

𝜄min 0.5210 0.4288 0.3775 0.2238 0.0188

T A B L E 5 𝜄min for different values of gmin

gmin 0.75 1 2 3 4

𝜄min 0.0338 0.1025 0.3775 0.6525 0.9275

T A B L E 6 𝜄min for different values of 𝛼1
i

𝜶
1
i

0.20 0.30 0.55 0.80 1

𝜄min 0.0363 0.1338 0.3775 0.6213 0.8163

5 CONCLUSION

In this article, taking both limited network resources and nonperiodic asynchronous DoS attacks into account, the decen-
tralized secure synchronization control issue for CNs is studied. In order to effectively reduce network traffic load under
nonperiodical asynchronous DoS attacks, an attack-tolerant decentralized event-triggered strategy is first proposed. A
synchronization error model is then constructed to formulate the secure synchronization problem over CNs. Moreover,
the sufficient conditions for stabilizing the system, the feedback gain matrices for controlling, and the parameters for trig-
gering are derived by using Lyapunov stability theory and LMI technique. The numerical example finally demonstrates
the availability of the proposed strategy. In future work, given the attractiveness of dynamic event-triggered schemes, we
will investigate the secure synchronization control of CNs with a dynamic event-triggered mechanism. Apparently, this
work lays a good foundation for the future study.
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