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a b s t r a c t

This paper investigates the secure adaptive event-triggered controller design for net-
worked interconnected systems (NISs) with cyber-attacks. Firstly, an adaptive event-
triggered mechanism (AETM) with dynamic threshold parameter is adopted to econo-
mize the limited network bandwidth which takes the abrupt data into consideration. A
model of cyber-attacks is established for NISs with consideration of the malicious cyber-
attacks. On account of the model of cyber-attacks and AETM, a mathematical model
of NISs is established. For the built system, the sufficient condition for the asymptotic
stability of the system is obtained by making use of Lyapunov stability theory and linear
matrix inequality (LMI) technique, and the design algorithm of the controller is proposed.
Finally, a simulation example is given to verify the validity of the theoretical results.

© 2023 Published by Elsevier Ltd.

1. Introduction

Interconnected systems are common large scale systems made up of several coupled subsystems which are often
eographically distributed [1–4]. The systems are now widely used in many fields such as power system, economic
ystem, communication system, computer network and so on (see [5,6] and references therein). With the development
f communication network, interconnected systems based on network have become a vital research topic [7–9]. In
etworked interconnected systems (NISs), the information interaction among components within each subsystem can be
lexibly and cost-efficiently realized via communication network. Nevertheless, the introduction of network also incurs
ome crucial challenges, such as network resource constraints and malicious cyber-attacks, which will significantly affect
ystem performance [10–12].
With the increase of the scale and complexity of control systems, large amounts of transmitted data will enter the

etwork. In order to make full use of the limited network bandwidth, scholars have done a lot of researches and put
orward various data transmission schemes [13–16]. Among them, time-triggered scheme was preferably used since that
t can be easily implemented. However, in such a scheme, the signal will still be transmitted periodically even if system
tates have little changes, which wastes the restricted network resources. In view of this, the event-triggered schemes
re accordingly proposed, that is, only when the particular event occurs, the sampled data can be released to the network
or transmission [17]. For example, the authors in [18] proposed an event-triggered mechanism to allow the sending
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f data that violates the triggering condition by monitoring the state of the system. Considering the effectiveness of the
cheme proposed in [18], many improved event-triggered schemes are subsequently designed [19–23]. In the past several
ears, adaptive event-triggered mechanism (AETM) has attracted extensive attentions, since that it can dynamically adjust
riggering conditions according to the real-time system state [24]. For instance, by combining input constraints with hybrid
yber-attacks, Liu et al. researched the secure filtering design for networked control system (NCS) with AETM in [8]. Based
n T-S fuzzy model, Gu et al. [25] applied AETM to NISs and designed the controller. The authors in [26] focused on an
daptive event-triggered decentralized filtering scheme for the networked nonlinear interconnected systems.
Although the network resource constraints can be alleviated by effective data transmission schemes, the openness of

etwork in the interconnected systems still brings the problem of network security, which will greatly damage the stability
f the system. During the past decades, there has been a surge of interests in the study of cyber-attacks [27–32]. In the
xisting literatures, replay attacks and deception attacks are two classic forms of attacks that have gained considerable
ttentions. Replay attacks attempt to replay a series of previously recorded transmissions in place of the real data being
ransmitted over the network. As a result, system stability is affected significantly, which results in system performance
eterioration [33–35]. Deception attacks usually inject malicious data into the sensor and controller, which cause data
ransmission interruption and information loss [36–42]. For example, in [39], with a view to deal with the impact of
eception attacks, Ding et al. specifically addressed data-driven fault detection for nonlinear systems. In view of the cyber–
hysical systems under randomly occurring false data injection attacks, the authors in [40] studied the event-triggered
daptive sliding mode control problem. The authors in [41] mainly studied event-triggered-based security leader-follow
onsensus control for multi-agent systems under hybrid cyber-attacks.
However, the security control problem for NIS under AETM and cyber-attacks has not been fully exploited to the best

f our knowledge. Although some of the existing control method about NIS [25,43] have adopted the event-triggered
chemes to save the limited network resources, most of them did not consider the abnormal data which are triggered by
he triggering condition mistakenly. Besides, it is difficult to stabilize the controlled plant when it is attacked by malicious
ttackers. Motivated by the above discussions, this paper investigates the secure adaptive event-triggered controller design
or NISs with cyber-attacks. The innovation points of this paper are as follows.

(1) A new AETM with dynamic threshold parameter is proposed to reduce the network congestion which takes the
utation data into consideration and can avoid some unnecessary abrupt data transmission.
(2) On the basis of the AETM, considering the influence of cyber-attacks, a new model of NISs is established.
(3) The sufficient condition to ensure the stability of the augmented system is derived, and the design method of the

ontroller is presented.
The rest of this article is organized as follows. Section 2 introduces the control model of NISs with AETM and cyber-

ttacks. The sufficient condition of system stability is derived, and the required controller design method is given in
ection 3. In Section 4, a simulation example is given to verify the effectiveness of the design method. Section 5 presents
he conclusions.

Notation: Rm denotes the Euclidean space with m-dimensional, and Rm×n represents the set of m × n real matrices,
espectively; I stands for the identity matrix with appropriate dimension; the notation X > 0, for X ∈ Rm×m means that
the matrix X is real symmetric positive definite ; E is the expectation operator. ∥ · ∥ stands for the Euclidean norm. For

a symmetric matrix
[
T1 ∗

T2 T3

]
with a matrix T2 and two symmetric matrices T1 and T3, the ∗ in the matrix is used to

represent the terms derived from the symmetry.

2. System description and modeling

Consider a NIS consisted by ns subsystems, in which the ith subsystem Si (i ∈ {1, 2, . . . , ns} ≜ N ) is depicted as:

ẋi(t) = Aixi(t) +

∑
j∈N−i

Dijxj(t − ηij(t)) + Biui(t) + fi(xi(t), t), (1)

where xi(t) ∈ Rnxi is the system state of Si, and ui(t) ∈ Rnui represents the control input vector of Si; Ai, Dij and Bi are
constant matrices of appropriate dimensions; fi(xi(t), t) represents the nonlinear perturbations with fi(xi(0), 0) = 0; ηij(t)
represents the coupled delay between subsystems Si and Sj, which satisfies 0 ⩽ η̇ij(t) ⩽ η̄ij; N−i ≜ {1, 2, . . . , i − 1, i +
1, . . . , ns}.

It is assumed that fi(xi(t), t) satisfies [44]:

∥fi(xi(t), t)∥ ⩽ ρ2
i ∥Fixi(t)∥, (2)

where ρi and Fi are known positive scalar and known matrix, respectively.

Remark 1. The nonlinear perturbations fi(xi(t), t) in this paper are assumed to have an upper bound and satisfy Eq. (2).
Similar assumption has been widely used in some existing publications (see [4,44] for example). The limitation of
this assumption in (2) lies that the bound information provides nothing about the inner variation information of the

nonlinearities.
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Fig. 1. The framework of the NIS subject to AETM and cyber-attacks.

The main aim of this study is to stabilize the addressed NIS (1) under AETM and cyber-attacks by a decentralized
control method. For each subsystem Si, the controller input is constructed as:

ui(t) = Kixi(t). (3)

The framework of the NIS under AETM and cyber-attacks is shown in Fig. 1, where the sensor, sampler, AETM,
controller, and actuator are deployed in each Si (i ∈ N ). Considering the fact that the abrupt data may be mistaken for
necessary transmitted data with the traditional event triggered scheme, a new type of AETM is proposed to deal with the
restricted network resources which aims to avoid the unnecessary transmission. The following event-triggered condition
is adopted

ϕT
i (t)Φiϕi(t) − σi(t)xTi (µ

i
kh + lh)Φixi(µi

kh + lh) ⩽ 0, (4)

where ϕi(t) = xi(µi
kh)− xi(µi

kh+ ∆h), xi(µi
kh+ ∆h) = δi[xi(µi

kh+ lh)− xi(µi
kh)] + xi(µi

kh); h is the sampling period of the
intelligent sensor; δi ∈ (0, 1] is an adjustment factor; l, k ∈ N; xi(µi

kh) and xi(µi
kh + lh) represent the latest transmitted

signal and the current sampling signal of sensor i, respectively; Φi > 0 is a weight matrix; the threshold σi(t) denotes an
adaptive-triggered parameter satisfying the following law [24]:

σ̇i(t) =
1

σi(t)
(

1
σi(t)

− ϑi)ϕT
i (t)Φiϕi(t), (5)

where σi(0) ∈ (0, 1] and ϑi ⩾ 1 is a given constant.
Only when the condition (4) is broken, the sampled data will be transmitted to the network. Therefore, the next

triggering instant µi
k+1h is as follows:

µi
k+1h = µi

kh + min
l∈N

{lh | ϕT
i (t)Φiϕi(t) > σi(t)xTi (µ

i
kh + lh)Φixi(µi

kh + lh)}. (6)

Define τi(t) = t − µi
kh− lh, one can find that 0 ≤ τ i

1 ⩽ τi(t) < τ i
2. Under the AETM (4), combine the definitions of τi(t)

and ϕi(t), the real transmitted data can be rewritten as

xi(µi
kh) = xi(t − τi(t)) +

1
δi

ϕi(t). (7)

Remark 2. In triggering condition (4), σi(t) is an adaptive-triggered parameter that determines the frequency of the AETM.
AETM can be dynamically adjusted according to real-time system state to flexibly transfer the sampled data. When the
system is gradually stabilized, the adaptive law σ̇i(t) → 0 indicates that the AETM threshold in (4) remains a constant
and the AETM is converted to statical event-triggered mechanism.

In this study, we assume the triggered data are transmitted to the controller via an unreliable communication network,
which is subject to randomly occurring cyber-attacks. Taking the influences of the cyber-attacks and AETM into account,
3
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he real input of the controller of subsystem Si is expressed as

ūi(µi
kh) = Kixi(t − τi(t)) +

1
δi
Kiϕi(t) + αi(t)Kigi(µi

kh), (8)

where gi(·) denotes the cyber-attacks and αi(t) ∈ {0, 1} is a Bernoulli variable which satisfies the following statistical
properties:

E{αi(t)} = ᾱi, E{(αi(t) − ᾱi)2} = ᾱi(1 − ᾱi).

Remark 3. In (8), αi(t) is used to describe whether the injection attacks take place or not. αi(t) = 1 indicates that cyber-
attacks are active and the transmitted data are attacked; αi(t) = 0 indicates that communication network is reliable and
safe.

Remark 4. The adopted AETM (4) is more general than some ones in [18,25,43]. With consideration of the mutation data,
the AETM (4) is proposed to prevent the abnormal data being transmitted in this paper by introducing an artificial output
instead of the current sampled state transmitted to AETM in [25,43]. The AETM (4) in this paper is capable to adjust the
triggering condition and avoid mutation data transmission according to variation of the system state, only some necessary
sampling packets can be transmitted via the network. By choosing δi = 1 in the AETM, the designed AETM in this paper
can include the ETM in [25,43] as a particular case, by setting δi = 1 and σi(t) ≡ 0, the AETM in (4) will become the ones
in [18,23]. Thus the AETM (4) is more general.

Combine (1) and (8), the mathematical model of Si with cyber-attacks and AETM can be expressed as:

ẋi(t) =Aixi(t) +

∑
j∈N−i

Dijxj(t − ηij(t)) + BiKi[xi(t − τi(t)) +
1
δi

ϕi(t)] + αi(t)BiKigi(xi(µi
kh)) + fi(xi(t), t)

=Ai(t) + (αi(t) − ᾱi)BiKigi(xi(µi
kh))

(9)

here Ai(t) = Aixi(t) +
∑

j∈N−i
Dijxj(t − ηij(t)) + BiKi[xi(t − τi(t)) +

1
δi
ϕi(t)] + ᾱiBiKigi(xi(µi

kh)) + fi(xi(t), t).
Some important definition and lemmas are introduced as follows to derive the subsequent results.

Definition 1 ([4]). For given β > 0, the stability of NIS (1) with cyber-attacks is achieved in secure sense if there exist
P > 0 and T (β, xt0 , P), such that x(t) ∈ E{P, β} for ∀t ≥ t0 + T , where E{P, β} = E{xT (t)Px(t) < β2

}.

ssumption 1 ([4]). The cyber-attacks gi(µi
kh) satisfy the following inequation:

∥gi(µi
kh)∥2 ⩽ β3. (10)

here β > 0 is a known scalar.

emark 5. In this paper, the deception attacks are modeled as a limited magnitude signal. In practice, some information
ncluding the probability and the bound can be tested. The bound is assumed in Assumption 1 for security requirements,
hich is important to derive the stability of NIS (1) with cyber-attacks in secure sense.

emma 1 ([45]). Assume τi(t) ∈ [τ i
1, τ

i
2), for any constant matrices Ri

1 ∈ Rm×m, Ri
2 ∈ Rm×m and U1 ∈ Rm×m, U2 ∈

Rm×msatisfying
[
Ri

v ∗

Uv Ri
v

]
⩾ 0, (v = 1, 2), we have:

−τ i
1

∫ t

t−τ i1

ẋTi (s)R
i
1ẋi(s)ds ⩽ ϱT

i (t)M
i
1ϱi(t), (11)

−(τ i
2 − τ i

1)
∫ t−τ i1

t−τ i2

ẋTi (s)R
i
2ẋi(s)ds ⩽ ϱT

i (t)M
i
2ϱi(t) (12)

in which

ϱT
i (t) =

[
xTi (t) ϱT

1i(t) ϱT
2i(t)

] T

ϱT
1i(t) =

[
xTi (t − τ i

1) xTi (t − τi(t)) xTi (t − τ i
2) ϕT

i (t) gT
i (µ

i
kh) f Ti (xi(t), t)

] T

ϱT
2i(t) =

[
xT1(t − ηi1(t)) · · · xTi−1(t − ηi(i−1)(t)) xTi+1(t − ηi(i+1)(t)) · · · xTns (t − ηins (t))

] T

Mi
1 = −(Θ1 − Θ2)TRi

1(Θ1 − Θ2),Mi
2 = −

[
Θ2 − Θ3
Θ3 − Θ4

]
T
[
Ri
2 ∗

Ui Ri
2

][
Θ2 − Θ3
Θ3 − Θ4

]
.

Θ1 =
[
1 0 0 0 0 · · · 0

]
, Θ2 =

[
0 1 0 0 0 · · · 0

][
0 0 1 0 0 · · · 0

] [
0 0 0 1 0 · · · 0

]

Θ3 = , Θ4 =

4
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emma 2 ([45]). For any positive scalar ϵ and matrices P > 0, R > 0, the inequality holds as follow:

−PR−1P ⩽ −2ϵP + ϵ2R. (13)

. Main results

heorem 1. For given parameters β , ρi, η̄ij, δi, ᾱi, ϑi, time delay upper bound τ i
1, τ i

2, matrices Ki and Fi, the system (9) is
asymptotically stable in secure sense under the AETM and cyber-attacks if there exist matrices Pi > 0, Q i

v > 0, Qij > 0, Ri
v > 0,

Ui > 0 (v = 1, 2) and Φi > 0 with appropriate dimensions that the following inequality holds for i ∈ N , j ∈ N−i

Ψi =

⎡⎢⎢⎢⎢⎢⎣
Ξ1i ∗ ∗ ∗ ∗ ∗

Ξ2i Ξ3i ∗ ∗ ∗ ∗

Ξ4i 0 Ξ5i ∗ ∗ ∗

Ξ6i 0 0 Ξ7i ∗ ∗

Ξ8i 0 0 0 Ξ9i ∗

Ξ10i 0 0 0 0 −I

⎤⎥⎥⎥⎥⎥⎦ < 0 (14)

[
Ri

v ∗

Uv Ri
v

]
⩾ 0, (v = 1, 2) (15)

in which

Ξ1i =

⎡⎢⎣Θ1i ∗ ∗ ∗

Θ2i Θ3i ∗ ∗

ΩT
i Θ5i Θ6i ∗

0 U Θ7i Θ8i

⎤⎥⎦ , Ωi = PiBiKi

Θ1i = PiAi + AT
i Pi + Q i

1 + Q i
2 +

∑
l∈Mi

Qli
− Ri

1 + βPi, Θ2i = Ri
1, Θ3i = −Q i

1 − Ri
1 − Ri

2

Θ5i = Ri
2 − Ui, Θ6i = −2Ri

2 + Ui + UT
i + Φi, Θ7i = Ri

2 − Ui, Θ8i = −Q i
2 − Ri

2

Ξ2i =

⎡⎣ 1
δi
ΩT

i 0 0 0
ᾱiΩ

T
i 0 0 0

Pi 0 0 0

⎤⎦ , Ξ3i = diag{−ϑiΦi, −I, −I},

Ξ4i =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

DT
i1Pi 0 0 0
...

...
...

...

DT
i,i−1Pi 0 0 0

DT
i,i+1Pi 0 0 0

...
...

...
...

DT
insPi 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Ξ5i = diag{−(1 − η̄i1)Qi1, . . . ,−(1 − η̄i,i−1)Qi,i−1, −(1 − η̄i,i+1)Qi,i+1, . . . ,−(1 − η̄ins )Q

ins}

Ξ6i =
[
τ i
1Λ1i τ i

1Λ2i τ i
1Λ3i τ i

1Λ4i
]T

, ϖ =

√
ᾱi(1 − ᾱi),

Λ1i =

[
PiAi 0 Ωi 0
0 0 0 0

]
, Λ2i =

[ 1
δi
Ωi ᾱiΩi Pi
0 ϖΩi 0

]
Λ3i =

[
PiDi1 · · · PiDi,i−1
0 · · · 0

]
, Λ4i =

[
PiDi,i+1 · · · PiDins

0 · · · 0

]
̸= Ξ7i = diag{−Pi(Ri

1)
−1Pi, −Pi(Ri

1)
−1Pi},

Ξ8i =
[
(τ i

2 − τ i
1)Λ1i (τ i

2 − τ i
1)Λ2i (τ i

2 − τ i
1)Λ3i (τ i

2 − τ i
1)Λ4i

]T
,

Ξ9i = diag{−Pi(Ri
2)

−1Pi, −Pi(Ri
2)

−1Pi}, Ξ10,i =
[
ρiFi 0 0 0

]
Proof. See Appendix A.

The sufficient condition is given in Theorem 1, which ensures the asymptotic stability of the system (9). On basis
of Theorem 1, the adaptive event-triggered controller gains of NISs under cyber-attacks will be given in the following
theorem.

Theorem 2. For given parameters ρi, β , η̄ij, ϵi, δi, ᾱi, ϑi, time delay upper bound τ i
1, τ

i
2, matrix Fi, the system (9) is asymptotically

stable in secure sense under the AETM and cyber-attacks if there exist matrices X > 0, R̂i > 0, Q̂ i > 0, Q̂ij > 0, Û > 0,
i v v i

5
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Φ̂i > 0 and Yi (v = 1, 2) with appropriate dimensions, such that the LMI holds for i ∈ N , j ∈ N−i

Ψ̂i =

⎡⎢⎢⎢⎢⎢⎢⎣

Ξ̂1i ∗ ∗ ∗ ∗ ∗

Ξ̂2i Ξ̂3i ∗ ∗ ∗ ∗

Ξ̂4i 0 Ξ̂5i ∗ ∗ ∗

Ξ̂6i 0 0 Ξ̂7i ∗ ∗

Ξ̂8i 0 0 0 Ξ̂9i ∗

Ξ̂10i 0 0 0 0 −I

⎤⎥⎥⎥⎥⎥⎥⎦ < 0 (16)

[
R̂i

v ∗

Ûv R̂i
v

]
⩾ 0, (v = 1, 2) (17)

in which

Ξ̂1i =

⎡⎢⎢⎣
Θ̂1i ∗ ∗ ∗

Θ̂2i Θ̂3i ∗ ∗

Ω̂T
i Θ̂5i Θ̂6i ∗

0 Û Θ̂7i Θ̂8i

⎤⎥⎥⎦ , Ω̂i = BiYi,

Θ̂1i = AiXi + XiAT
i + Q̂ i

1 + Q̂ i
2 +

∑
l∈Mi

Q̂li
− R̂1, Θ̂2i = R̂i

1, Θ̂3i = −Q̂ i
1 − R̂i

1 − R̂i
2

Θ̂5i = R̂i
2 − Ûi, Θ̂6i = −2R̂i

2 + Ûi + ÛT
i + Φ̂i, Θ̂7i = R̂i

2 − Ûi, Θ̂8i = −Q̂ i
2 − R̂i

2

Ξ̂2i =

⎡⎣ 1
δi
Ω̂T

i 0 0 0
ᾱiΩ̂

T
i 0 0 0

I 0 0 0

⎤⎦ , Ξ̂3i = diag{−ϑiΦ̂i, −I, −I},

Ξ̂4i =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

XiDT
i1 0 0 0

...
...

...
...

XiDT
i,i−1 0 0 0

XiDT
i,i+1 0 0 0
...

...
...

...

XiDT
ins 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Ξ̂5i = diag{−(1 − η̄i1)Q̂i1, . . . ,−(1 − η̄i,i−1)Q̂i,i−1, −(1 − η̄i,i+1)Q̂i,i+1, . . . ,−(1 − η̄ins )Q̂

ins}

Ξ̂6i =
[
τ i
1Λ̂1i τ i

1Λ̂2i τ i
1Λ̂3i τ i

1Λ̂4i
]T

, ϖ =

√
ᾱi(1 − ᾱi),

Λ̂1i =

[
AiXi 0 Ω̂i 0
0 0 0 0

]
, Λ̂2i =

[ 1
δi
Ω̂i ᾱiΩ̂i Xi

0 ϖ Ω̂i 0

]
Λ̂3i =

[
Di1Xi · · · Di,i−1Xi
0 · · · 0

]
, Λ̂4i =

[
Di,i+1Xi · · · DinsXi

0 · · · 0

]
Ξ̂7i = diag{−2ϵiXi + ϵ2

i R̂
i
1, −2ϵiXi + ϵ2

i R̂
i
1},

Ξ̂8i =
[
(τ i

2 − τ i
1)Λ̂1i (τ i

2 − τ i
1)Λ̂2i (τ i

2 − τ i
1)Λ̂3i (τ i

2 − τ i
1)Λ̂4i

]T
,

Ξ̂9i = diag{−2ϵiXi + ϵ2
i R̂

i
2, −2ϵiXi + ϵ2

i R̂
i
2}, Ξ̂10i =

[
ρiFiXi 0 0 0

]
oreover, the expected controller gain Ki in (3) and the adaptive event-triggered matrix Φi of subsystem Si are derived by

Ki = YiX−1
i , (18)

Φi = X−1
i Φ̂iX−1

i . (19)

roof. See Appendix B.

emark 6. The computational complexity of the proposed method depends on the number of scalar decision variables and
he size of the derived conditions in Theorem 2, which reflects the factors of the number of system nodes, the information
f cyber-attacks and the AETM. It can be observed from (16) and (17) that the size of these conditions is related to the
umber of the subsystems and the dimensions of xi(t) ∈ Rnxi , xj(t−ηij(t)), ui(t) ∈ Rnui , fi(xi(t), t), ϕi(t) and the cyber-attacks
i(·). The larger number of the nodes and the higher dimensions of system matrices, the longer computing time will be
eeded to find the solution.
6
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Fig. 2. State response of S1 .

. Numerical example

A simulation example is given to verify the feasibility of the proposed adaptive event-based security control algorithm
or the interconnected systems with stochastic cyber-attacks in this section.

Considering the subsystems S1, S2 and S3 with the following parameters:

A1 =

[
−38.8000 −0.4000 −2.0000
2.8000 −6.0000 −0.4000

−3.6000 2.8000 −14.8000

]
, A2 =

[
−41.2000 −4.0000 −16.0000
−16.0000 −6.4000 −16.0000
8.0000 8.0000 −4.0000

]
,

A3 =

[
−13.0000 −10.2000 1.0000
−0.4000 −13.0000 −2.5000
−9.5000 −6.0000 −6.0000

]

B1 =

[ 0.4000
−0.8000
0.1000

]
, B2 =

[
−0.0600
0.0500
0.0200

]
, B3 =

[
−0.0600
0.0500
0.0300

]
,

(20)

Let the coupled matrix D12,D21,D13,D31 and the upper bound of time delay η̄12, η̄21, η13, η̄31 be D12 = −0.05I,D21 =

0.06I,D13 = −0.05I,D31 = −0.06I , η̄12 = 0.4, η̄21 = 0.4, η̄13 = 0.4, η̄31 = 0.4, respectively, in which I is the identify
matrix with appropriate dimension. Meanwhile, F1 = 0.01I, F2 = 0.01I, F3 = 0.01I and ρ1 = 0.05, ρ2 = 0.07, ρ3 = 0.07.
The relative parameters in event-triggered mechanism is δ1 = 0.25, δ2 = 0.02, δ3 = 0.02.

Moreover, the occurrence probability of cyber-attacks are set as ᾱ1 = 0.61, ᾱ2 = 0.22, ᾱ3 = 0.61. ϑ1 = 0.3, ϑ2 =

0.6, ϑ3 = 0.5. τ 1
1 = τ 2

1 = 0.1, τ 1
2 = τ 2

2 = 0.2. ϵ1 = ϵ2 = 1. According to Theorem 2, the expected controller gain and
event-triggered matrix can be derived as:

K1 =
[
−0.0068 0.0115 −0.0033

]
, K2 =

[
0.0008 −0.0007 −0.0002

]
, K3 =

[
0.0004 −0.0005 −0.0003

]
Φ1 =

[ 4.1676 0.2655 −3.0891
−0.2954 4.2333 −15.3513
3.0754 15.3492 4.2818

]
, Φ2 =

[ 4.2292 1.0750 0.8358
−0.8515 4.0802 −0.1802
−1.2760 0.3705 3.8625

]
,

Φ3 =

[ 4.2527 0.4084 0.3491
−0.4408 4.2394 2.3389
−0.1580 −2.1397 4.1093

]
(21)

Set the initial states x1(0) =
[
0.5 −0.3 0.4

]T
, x2(0) =

[
0.4 −0.3 0.2

]T
, x3(0) =

[
0.2 −0.4 0.3

]T , with the
above parameters, by MATLAB simulation, the responses of each subsystem under AETM and cyber-attacks are depicted
in Figs. 2–4, from which we can see the addressed system can be stabilized by the designed controller. Figs. 8–10 show
the event-triggered instants and the released intervals, which shows the transmitted data are sent to the communication
network according to the triggering condition. The curves of the adaptive parameter σi(t) of the subsystems S1, S2 and
S3 are illustrated in Figs. 5–7, which are not preset constant values of each subsystem, instead, σi(t) can be dynamically
changed with current sampled data and the latest transmitted ones.
7
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Fig. 3. State response of S2 .

Fig. 4. State response of S3 .

Fig. 5. Adaptive event-triggered parameter σ1 in S1 .

5. Conclusions

The adaptive event-based security control of NISs with cyber-attacks is investigated in this article. Firstly, the AETM is
adopted to economize the restricted network resources by dynamically adjusting thresholds. Then, by taking the effect of
the cyber-attacks into consideration, a networked interconnected control model with AETM is established. By means of
8
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L
F
t
d

Fig. 6. Adaptive event-triggered parameter σ1 in S2 .

Fig. 7. Adaptive event-triggered parameter σ2 in S3 .

Fig. 8. Data releasing instants of S1 .

yapunov stability theory and LMI techniques, sufficient condition to guarantee the stability of the systems is obtained.
inally, a simulation example is given to verify the efficiency of the controller design algorithm for NISs. In addition, for
he sake of improving the ability of the system in resisting cyber-attacks, we will study the outlier resistant filtering
esign for dynamic event-triggered NISs under hybrid attacks in the future.
9
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Fig. 9. Data releasing instants of S2 .

Fig. 10. Data releasing instants of S3 .
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ppendix A

Choose the following Lyapunov functional candidate for the subsystem Si as

V (t) =

∑
i∈N

[V i
1(t) + V i

2(t) + V i
3(t) + V i

4(t)], (22)

here

V i
1(t) = xTi (t)Pixi(t),

V i
2(t) =

∫ t

t−τ i1

xTi (s)Q
i
1xi(s)ds +

∫ t

t−τ i2

xTi (s)Q
i
2xi(s)ds +

∑
j∈N−i

∫ t

t−ηij(t)
xTj (s)Q

ijxj(s)ds,

V i
3(t) = τ i

1

∫ t

t−τ i1

∫ t

s
ẋTi (v)R

i
1ẋi(v)dvds + (τ i

2 − τ i
1)

∫ t−τ i1

t−τ i2

∫ t

s
ẋTi (v)R

i
2ẋi(v)dvds,

V i
4(t) =

1
2
σ 2
i (t),

n which Pi > 0, Q i
1 > 0, Q i

2 > 0, Qij > 0, Ri
1 > 0, Ri

2 > 0.
By taking the derivative and mathematical expectation of (22), it can be deduced that:

E{LV i
1(t)} = 2xTi (t)PiAi(t), (23)

E{LV i
2(t)} = xTi (t)(Q

i
1 + Q i

2)xi(t) − xTi (t − τ i
1)Q

i
1xi(t − τ i

1) − xTi (t − τ i
2)Q

i
2xi(t − τ i

2) +

∑
j∈N−i

xTj (t)Q
ijxj(t)

−

∑
j∈N−i

(1 − η̇ij(t))xTj (t − ηij(t))Q
ij
1xj(t − ηij(t)), (24)

E{LV i
3(t)} = E

{
ẋTi (t)[(τ

i
1)

2Ri
1 + (τ i

2 − τ i
1)

2Ri
2]ẋi(t)

}
− τ i

1

∫ t

t−τ i1

ẋTi (s)R
i
1ẋi(s)ds

− (τ i
2 − τ i

1)
∫ t−τ i1

t−τ i2

ẋTi (s)R
i
2ẋi(s)ds, (25)

E{LV i
4(t)} = σi(t)E{L(σi(t))} = σi(t)

1
σi(t)

(
1

σi(t)
− ϑi)ϕT

i (t)Φiϕi(t)

=
1

σi(t)
ϕT
i (t)Φiϕi(t) − ϑiϕ

T
i (t)Φiϕi(t). (26)

Define (τ i
1)

2Ri
1 ≜ T i

1, (τ
i
2 − τ i

1)
2Ri

2 ≜ T i
2 (k = 1, 2), it yields that

E{ẋTi (t)T
i
kẋi(t)} = Ai(t)TT i

kAi(t) + ᾱi(1 − ᾱi)gT
i (µ

i
kh)T

i
kgi(µ

i
kh). (27)

By Lemma 1, one can obtain that

−τ i
1

∫ t

t−τ i1

ẋTi (s)R
i
1ẋi(s)ds ⩽ ϱT

i (t)M
i
1ϱi(t), (28)

−(τ i
2 − τ i

1)
∫ t−τ i1

t−τ i2

ẋTi (s)R
i
2ẋi(s)ds ⩽ ϱT

i (t)M
i
2ϱi(t) (29)

where ϱi(t), Mi
1 and Mi

2 have been defined in Lemma 1.
When x(t)E{P, β} for ∀t ≥ t0 + T , where E{P, β} = E{xT (t)Px(t) < β2

}

Consider the adaptive event-triggered conditions in (4), it can be rewritten as

1
σi(t)

ϕT
i (t)Φiϕi(t) ⩽ xTi (t − τi(t))Φixi(t − τi(t)). (30)

Combine (26) and (30), then, we can derive

E{LV i
4(t)} ⩽xTi (t − τi(t))Φixi(t − τi(t)) − ϑiϕ

T
i (t)Φiϕi(t). (31)

For interconnected systems (1), the following equation holds:∑ ∑
xTj (t)Q

ijxj(t) =

∑ ∑
xTi (t)Q

lixi(t). (32)

i∈N j∈N−i i∈N l∈Mi

11
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here Mi represents the set of the subsystems driven by agent i.
According to Definition 1, when x(t) is out of E{P, β} i.e. xT (t)Px(t) > β2, one has

βxTi (t)Pixi(t) − gT
i (µ

i
kh)gi(µ

i
kh) ≥ 0 (33)

Combining (23)–(33), we can obtain

E{LV (t)} ⩽
∑
i∈N

2xTi (t)PiAi(t) + xTi (t)(Q
i
1 + Q i

2)xi(t) − xTi (t − τ i
1)Q

i
1xi(t − τ i

1) − xTi (t − τ i
2)Q

i
2xi(t − τ i

2)

+

∑
l∈Mi

xTi (t)Q
lixi(t) −

∑
j∈N−i

(1 − η̄ij(t))xTj (t − η̄ij)Qijxj(t − ηij(t)) + Ai(t)[(τ i
1)

2Ri
1 + (τ i

2 − τ i
1)

2Ri
2]Ai(t)

+ ᾱi(1 − ᾱi)gT
i (µ

i
kh)[(τ

i
1)

2Ri
1 + (τ i

2 − τ i
1)

2Ri
2]gi(µ

i
kh) + ϱT

i (t)M
i
1ϱi(t) + ϱT

i (t)M
i
2ϱi(t) − ϕT

i (t)ϑiΦiϕi(t)

+ xTi (t − τi(t))Φixi(t − τi(t)) + (ρiFixi(t))T (ρiFixi(t)) − f Ti (xi(t), t)fi(xi(t), t) + βxTi (t)Pixi(t) − gT
i (µ

i
kh)gi(µ

i
kh)

(34)

Define T i
1 + T i

2 ≜ T i, and then, combine (23)–(32), by using the Schur complement, one can get

E{LV (t)} ⩽
∑
i∈N

{
ϱT
i (t)Ξ1iϱi(t) + Ai(t)TT i

kAi(t) + ᾱi(1 − ᾱi)gT
i (µ

i
kh)T

i
kgi(µ

i
kh)

}
, (35)

By using the Schur complement,(35) can be ensured by (14). This means that E{LV (t)} ⩽ 0.
Thus the proof is completed.

emark 7. Due to the introduction of σi(t) in (4), the Lyapunov functional V i
4(t) in (22) is constructed in this paper to

educe the conservatism of the system design, which is essential to the derivation of the results.

ppendix B

roof. By Lemma 2, for ϵi > 0, one can deduce that{
−Pi(Ri

1)
−1Pi ≤ −2ϵiPi + ϵ2

i R
i
1,

−Pi(Ri
2)

−1Pi ≤ −2ϵiPi + ϵ2
i R

i
2,

(36)

In inequality (14) of Theorem 1, substitute −Pi(Ri
m)

−1Pi with −2ϵiPi + ϵ2
i R

i
m, (m = 1, 2). It can be concluded that

Ψ̃i =

⎡⎢⎢⎢⎢⎢⎣
Ξ1i ∗ ∗ ∗ ∗ ∗

Ξ2i Ξ3i ∗ ∗ ∗ ∗

Ξ4i 0 Ξ5i ∗ ∗ ∗

Ξ6i 0 0 Ξ̃7i ∗ ∗

Ξ8i 0 0 0 Ξ̃9i ∗

Ξ10i 0 0 0 0 −I

⎤⎥⎥⎥⎥⎥⎦ < 0 (37)

n which Ξ̃7i = diag{−2ϵiPi + ϵ2
i R

i
1, −2ϵiPi + ϵ2

i R
i
1}, Ξ̃9i = diag{−2ϵiPi + ϵ2

i R
i, −2ϵiPi + ϵ2

i R
i
2}. It can be easily seen (37) is

sufficient condition to guarantee (14) holds.
Define Xi ≜ P−1

i , Yi ≜ KiXi, Q̂ i
1 ≜ XiQ i

1Xi, Q̂ i
2 ≜ XiQ i

2Xi, Q̂ij ≜ XiQijXi, R̂i
1 ≜ XiRi

1Xi, R̂i
2 ≜ XiRi

2Xi, Ûi ≜ XiUiXi, Φ̂i ≜ XiΦiXi,
i ≜ diag{Xi, Xi, Xi, Xi, Xi, Xi, I, Xi, . . . , Xi  

ns+4

, I}, and then, pre- and post-multiplying both sides of (37) with Ti and TT
i , pre-

nd post-multiplying both sides of (15) with diag{X, X} and its transpose, (16) and (17) can be obtained, respectively.
This completes the proof.
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