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Abstract—This article investigates the recursive filter-
ing problem with fading measurements and cyberattacks
for multisensor multirate networked systems (MRNSs) the
under the round-robin protocol (RRP). By exploiting the
lifting technique, the sampling periods for both sensors
and the state of the system are uniform. It is assumed that
the phenomenon of fading measurements, which better de-
scribes practical engineering, arises stochastically, and the
attenuation coefficients of which are described by a set of
random variables with known statistical properties. In order
to fully utilize the limited communication resources, RRP is
introduced in the sensor-to-filter channel. Considering the
measurement outliers, a saturation function is adopted in
the filter structure to suppress the anomalous innovations
so as to reduce the negative impact of the outliers. By
means of the matrix difference equation, an upper bound is
first obtained on the filtering error covariance, and the filter
gain is designed to minimize the obtained upper bound by
partial derivation. Moreover, the exponential boundedness
of the filtering error dynamics is analyzed in the mean
square sense. Finally, a numerical simulation example is
given to demonstrate the validity of the proposed recursive
security filtering scheme.

Index Terms—Cyberattacks, fading measurements, mul-
tirate networked systems (MRNSs), outlier-resistant recur-
sive security filtering, round-robin protocol (RRP).

I. INTRODUCTION

DURING the past few decades, with the rapid develop-
ment of the microelectronic technology, the networked
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control systems (NCSs) have received continuous research in-
terest because of their practical applications ranging from dif-
ferent industrial systems to fundamental infrastructures, such
as unmanned aerial vehicles [1], [2]; factory automation [1],
[3]; power grids [4], [5]; and traffic systems [6]. The filtering
problem or state estimation problem as a crucial topic in the
area of NCSs has received persistent research attention. Up to
now, many filtering algorithms have been developed, where the
recursive filtering algorithm is apt to be implemented, hence it
has gained particular research concerns [7], [8]. Kalman filtering
(KF) method, the extended KF method [9], together with the
unscented KF method [10], are all typical recursive filtering
methods which have been studied and applied in widespread
engineering practice. For instance, a state-saturated recursive
filter was designed in [11] for a class of stochastic nonlinear
complex networks in the presence of deception attacks, where
an upper bound was guaranteed on the filtering error covariance
and such an upper bound was then minimized. In [12], the
distributed recursive filtering problem was investigated for dis-
crete time-varying systems with state saturation and round-robin
protocol (RRP) over sensor networks, and the filter parameters
were designed such that the minimal filtering error covariance’s
upper bound was gained at each time instant.

To facilitate the development of the filtering algorithms, it is
traditionally assumed that a uniform sampling period is utilized
to the plant and sensors [13]. However, on account of diverse
physical characteristics of the system components, it is quite
unrealistic to unify the sampling periods for both plant and
the multiple sensors in real practice [6]. As such, the setting
multirate sampling strategy according to the importance of
their signals is preferable in engineering applications [14], [15].
Due to the discordant sampling period, the filtering techniques
designed for single-rate systems cannot be directly applied to
multirate networked systems (MRNSs). Therefore, the filtering
problems for MRNSs, which aim to estimate the system state
by measurement outputs, have stirred considerable attention
form researchers in the past decades [16], [17], [18]. With the
help of the lifting technique, the MRNS in [17] was trans-
formed into a corresponding single-rate system and distributed
filter gains were derived under RRP. In [18], an MRNS was
transformed into a single-rate one, and the vector augmenta-
tion method and an optimization algorithm was proposed to
parameterize the estimator gains in order to investigate the
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set-membership state estimation problem under the FlexRay
protocol.

Under the actual circumstance, due to the existing manufac-
turing variation and complicated environments, measurement
output from individual sensor tends to suffer from different
probabilistic information fading [12], [19], [20]. Taking fad-
ing effects on the sensor measurements and denial-of-service
attacks into consideration simultaneously, Li et al. [21] tackled
the distributed zonotopic set-membership filtering problem for
discrete-time systems over sensor networks. Furthermore, via
minimizing the F-radius of zonotope, an optimal filter parameter
was derived. Nevertheless, compared with fruitful advancements
on filtering problems with fading measurements, the correspond-
ing research on recursive filtering problem for MRNSs with
fading measurements has received much less attention, which
partially motivates our current investigation.

Benefiting from the evolution of the wireless communica-
tion network, coupled with the continuous development of the
control systems, the spatially distributed components can be
connected by the wireless network, which facilitates the infor-
mation exchange in the control systems. However, the wireless
networks also have some defects, including the vulnerability
to cyberattacks and constrained communication capacity is-
sues induced by the limited networked bandwidth [22]. Among
various security threats including deception attacks [23], [24],
[25], [26], [27], [28]; denial-of-service attacks [29], [30], [31],
[32], [33]; and replay attacks [34], the deception attacks are
deemed as the most general yet hazardous ones in that the
adversaries arbitrarily inject the false data, giving rise to filtering
performance degeneration and system instability. Moreover,
in engineering applications, the limited bandwidth challenge
would bring about channel congestion and data collisions if
multiple sensors are allowed to get access to transmit their
measurement packets simultaneously. An active way of alle-
viating the communication burden is deploying communication
protocols such as RRP [13], [17], [35], [36]; stochastic com-
munication protocol [37]; try-once-discard protocol [38]; and
FlexRay protocol [18] to orchestrate the transmission order of
measurements. Among them, RRP is considered to be the most
static and widely used scheduling protocol, under which each
sensor node is assigned to the communication channel equally
in a fixed circular order. Thus, the investigation of recursive
filtering problem with fading measurements and cyberattacks for
multisensor MRNSs under RRP would be of great significance.

In practical engineering applications, probable cyberattacks
or any other sudden environmental changes may cause abnormal
amplitude changes of measured outputs. This is referred to as
the measurement outlier, which will degenerate or even dam-
age the filter [1]. As such, it has aroused continuous attention
from researchers in the areas of secure filtering/control, and
some pioneering results have been reported on demonstrating
the mechanism of measurement outliers and outlier resistance
(see [39], [40], [41], and the references therein). In [1], an
observer-based controller was designed for a class of NCSs
under the encoding–decoding communication mechanism such
that the system achieved input-to-state stability in the pres-
ence of measurement outliers. However, inadequate research

Fig. 1. Structure of the considered MRS.

attention has been paid to time-varying MRNSs with both
measurement outliers and the above network-induced problems
despite its practical significance; thus, it remains as a potential
research branch. This is also the motivation of the current
research.

Motivated by the above analysis, taking fading measurements,
stochastic cyberattacks, as well as RRP into account, we are
concerned with the filter parameter design and performance
analysis of a class of discrete time-varying multisensor MRNSs
in this article. The main contributions of this article are as
follows. 1) A new discrete time-varying multisensor multirate
system model is established, which considers the impacts of
fading measurements, stochastic cyberattacks, and RRP. 2) An
effective recursive filtering algorithm is designed that is applica-
ble to online computation. 3) A sufficient condition is provided
to guarantee the exponential mean-square boundedness of the
filtering error dynamic system.

Notations: The notation used here is fairly standard. Rn

denotes the n-dimensional Euclidean space, and Rm×n is the
set of all real matrices of dimension m× n. diag{. . . } repre-
sents a blockdiagonal matrix, and col{. . . } stands for a col-
umn vector composed of elements. In particular, diagn{xi}
stands for a block-diagonal matrix with matrices xi (i =
1, 2, . . . , n) on the diagonal, coln{xi} describes the column
vector {xT1 , xT2 , . . . , xTn}T . Prob{a} stands for the occurrence
probability of the event a. ‖ · ‖ is the Euclidean or spectral
norm of vector of real matrices. I and 0 denote the identity
matrix and zero matrix with proper dimensions, respectively.
AT , A−1, tr{A} represent the transpose, the inverse, and the
trace of the matrix A, respectively. E{·} means the expectation
of the random variable. sym{X} = X +XT means the sum of
matrix X and its transpose.

II. PROBLEM FORMULATION AND PRELIMINARIES

A. System Model

As shown in Fig. 1, the plant is measured by n (n ≥ 2)
sensors, and the measurement outputs may encounter fading
phenomenon, which may occur in a probabilistic way. Sensors
and the filter are connected through a communication channel
that is likely to be attacked by adversaries. The RRP is introduced
to coordinate the transmission sequence of the measurement
outputs a the communication channel bandwidth is limited. An
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Fig. 2. Illustration of the multirate sampling scheme with g = 2.

outlier-resistant filter that is able to resist the cyberattacks and
randomly fading measurements is constructed to estimate the
system state.

Consider the following discrete time-varying multisensor
MRNS described as follows:{

x(Tk+1) = A(Tk)x(Tk) +B(Tk)w(Tk)

yi(tk) = λi(tk)Ci(tk)x(tk) +Di(tk)vi(tk)
(1)

where x(Tk) ∈ Rnx is the system state, yi(tk) ∈ Rny is the
measurement output by the ith sensor, respectively. λi(tk) repre-
sents the measurement attenuation coefficient of the ith sensor.
w(Tk) ∈ Rnw is the zero-mean process noise with covariance
Q(Tk) > 0. vi(tk) is the measurement noise for sensor i with
zero mean and covariance Vi(tk) > 0. A(Tk), B(Tk), Ci(tk)
and Di(tk) are time-varying matrices with appropriate dimen-
sions. Tk represents the plant’s updating instant while tk means
the sensors’ sampling instant. The update periodh � Tk+1 − Tk
of the plant is different from the sampling periodH � tk+1 − tk
of the sensors, and they satisfy the relationship of H = gh,
where g ≥ 2 is a known positive integer. An illustration of the
multirate sampling scheme with g = 2 is given in Fig. 2.

In addition, λi(tk) is uniformly distributed over the inter-
val (si, 1) (0 < si < 1) [12]. Here, the mean and variance of
λi(tk) are given by λ̄i(tk) = (1 + si)/2 and ri(tk) = (1−
si)

2/12, respectively. For later discussion convenience, we de-
note Λ(tk) = diagn{λi(tk)}, C(tk) = coln{Ci(tk)}, D(tk) =
diagn{Di(tk)} and v(tk) = coln{vi(tk)}.

Assumption 1: The random variables w(Tk) and vi(tk) are
mutually independent. The initial state valuex(T0) has the mean
m(T0) and the covariance PX(T0).

B. Stochastic Cyberattacks

In this article, sensors are connected to the filter through
a communication channel. Due to the openness of the shared
communication network, the measurement signals may be de-
liberately tampered by the randomly occurring malicious attacks
that are launched by the adversary during the network transmis-
sion process [5], [35], [42]. We assume that this communication
channel is prone to deception attacks, where the adversary
intends to corrupt filter performance during the data transmission
by sending certain deception signals into the true signal of the

measurement output yi(tk) in the communication network as
shown in Fig. 1, and such an attacking behavior is described as
follows:

ỹi(tk) = yi(tk) + μ(tk)ζi(tk). (2)

ỹi(tk) represents the actual signal passing through the net-
work, which reflects the impact of randomly occurring decep-
tion attacks launched by the malicious adversary. μ(tk) is the
Bernoulli-distributed white sequences taking values on 0 or 1
with the following probabilities:

Prob{μ(tk) = 1} = μ̄, Prob{μ(tk) = 0} = 1− μ̄ (3)

where μ̄ is a known constant. ζi(tk) is the false signal sent by
the attacker to the i th sensor, which can be generated in the
following form:

ζi(tk) = −yi(tk) + ηi(tk) (4)

where ηi(tk) ∈ Rny satisfies ‖ηi(tk)‖ ≤ ηi with covariance
Ei(tk) > 0. ηi is a known positive constant.

Remark 1: A set of Bernoulli-distributed white sequences
μ(tk) with known conditional probabilities to characterize the
impacts of the attacks is introduced in (2). μ(tk) = 0 represents
that the sensor measurement does not experience the deception
attacks, and the actual transmitted signal is yi(tk). Otherwise,
μ(tk) = 1, this means the system is subject to deception attacks
that will tamper the real data packets, in this case, the real
transmitted signal is denoted as ηi(tk).

Remark 2: Security filtering, which deals with the filtering
problem for networked system in the presence of malicious
attacks, is acknowledged as an important research branch in the
current control field [43]. Due to the antiattack countermeasures
taken by the defenders, the resources limitations of the adversary,
and the influence of network fluctuations [44], the cyberattacks
are not always successful, and usually occur in an intermittently
or randomly way. In the existing studies, various attack models
have been proposed, such as Markov process models [45],
constraint models [46], and Bernoulli models [47], [48], [49].
Among these proposed models, the Bernoulli stochastic process
can exactly and expediently describe the probabilistic nature of
the deception attacks, and then μ(tk) is introduced.

C. Communication Protocol

Since the shared communication network between sensors
and the filter is of limited bandwidth, RRP is employed to
avoid data collisions and to schedule the transmission order
of the sensors in the sensor-to-filter channel [13], [32], [35],
[36], [50]. To characterize RRP in a precise way, we denote
δ(tk) = 1 + mod(k − 1, n) as the selected sensor that is granted
the privilege to transmit a signal at time instant tk. That is, under
the RRP mechanism, only one sensor is allowed to transmit
its measurement output at each sampling instant. Here, denote
δ(t0) = n when k = 0. Under the communication protocol,
we define the available signal at the filter as y̌i(tk), which is
formulated as

y̌i(tk) = γ (δ(tk), i) ỹi(tk) + (1− γ(δ(tk), i)) y̌i(tk−1) (5)
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where γ(·, ·) is the Kronecker function defined by γ(a, b) = 1
if a = b and γ(a, b) = 0 if a �= b. Moreover, it is assumed that
y̌i(tk) = 0 for any k < 0.

For expression convenience, we define

ȳ(tk) = coln {y̌i(tk)} , η(tk) = coln {ηi(tk)}
Γ(tk) = diagn {γ(δ(tk), i)I} .

Then, we can obtain the following augmented measurement
outputs based on RRP:

ȳ(tk) = [1− μ(tk)] Γ(tk)Λ(tk)C(tk)x(tk)

+ [1− μ(tk)] Γ(tk)D(tk)v(tk) + μ(tk)Γ(tk)η(tk)

+ [I − Γ(tk)] ȳ(tk−1). (6)

D. Lifting Technique

In what follows, the lifting technique [51] is utilized to convert
the MRNS into a single-rate one in order to facilitate the filter
design.

Lemma 1: Define

x̆(tk) = col {x(tk−1 + h), x(tk−1 + 2h), . . . , x(tk)}
w̆(tk) = col {w(tk), w(tk + h), . . . , w (tk + (g − 1)h)}

Ă(tk) = colg
{
Ãi(tk)

}
B̆(tk) = col

{
B̃

(g)
1 (tk), B̃

(g−1)
2 (tk), . . . , B̃

(1)
g (tk)

}

C̆(tk) =

⎡⎢⎣0nny×nx
. . . 0nny×nx︸ ︷︷ ︸
g−1

C(tk)

⎤⎥⎦

Ãi(tk) =

⎡⎢⎣0nx×nx
. . . 0nx×nx︸ ︷︷ ︸
g−1

�Ai(tk)

⎤⎥⎦ , i = 1, . . . , g

�Ag−m+1(tk) =

g∏
i=m

A(tk+1 − ih), m = 1, . . . , g

B̃(s)
m (tk) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎡⎣B(tk) 0 . . . 0︸ ︷︷ ︸
g−1

⎤⎦ ,m = 1, s = g⎡⎣ �B(s)
1 . . . �B

(s)
m−1 B (tk + (m− 1)h) 0 . . . 0︸ ︷︷ ︸

g−m

⎤⎦
m = 2, . . . , g, s = g −m+ 1

�B
(s)
j =

g−j∏
i=s

A(tk+1−ih)B (tk+(j − 1)h) , j=1, . . . ,m−1

B̆(tk + jh)=

⎡⎣0 . . . 0︸ ︷︷ ︸
j

B(tk+jh) 0 . . . 0︸ ︷︷ ︸
g−1−j

⎤⎦, j=1, . . . , g−1.

Then the single-rate form of (1) is given by⎧⎪⎪⎪⎨⎪⎪⎪⎩
x̆(tk+1) = Ă(tk)x̆(tk) + B̆(tk)w̆(tk)

ȳ(tk) = [1− μ(tk)] Γ(tk)Λ(tk)C̆(tk)x̆(tk) + [1− μ(tk)]

×Γ(tk)D(tk)v(tk) + μ(tk)Γ(tk)η(tk)

+ [I − Γ(tk)] ȳ(tk−1).

(7)

Proof: According to the system state equation in (1), one has

x(tk + h) = �A1(tk)x(tk) + B̃
(g)
1 (tk)w̆(tk) (8)

and then

x(tk + 2h) = A(tk + h)x(tk + h) +B(tk + h)w(tk + h)

= �A2(tk)x(tk) + B̃
(g−1)
2 (tk)w̆(tk). (9)

Similarly, it can be concluded that

x(tk+1 − h) = x (tk + (g − 1)h)

= �Ag−1(tk)x(tk) + B̃
(2)
g−1(tk)w̆(tk). (10)

Therefore

x(tk+1) = �Ag(tk)x(tk) + B̃(1)
g (tk)w̆(tk). (11)

Then, based on the definition of x̆(tk), we obtain the compact
form (7), which completes the proof of the lemma.

For convenience of derivation, define

x̄(tk) = col {x̆(tk), ȳ(tk−1)}

Af (tk) =

[
A(tk)

Cf (tk)

]
, Bf (tk) =

[
B(tk)
Df (tk)

]

A(tk) =
[
Ă(tk) 0

]
, B(tk) =

[
B̆(tk) 0 0

]

Cf (tk) =

⎡⎣{[1− μ(tk)] Γ(tk)Λ(tk)C̆(tk)
}T

[I − Γ(tk)]
T

⎤⎦T

Df (tk) =

⎡⎢⎣ 0

{[1− μ(tk)] Γ(tk)D(tk)}T

[μ(tk)Γ(tk)]
T

⎤⎥⎦
T

ω(tk) =

⎡⎢⎣w̆(tk)v(tk)

η(tk)

⎤⎥⎦
then, we have{

x̄(tk+1) = Af (tk)x̄(tk) + Bf (tk)ω(tk)

ȳ(tk) = Cf (tk)x̄(tk) + Df (tk)ω(tk).
(12)

�
Remark 3: The lifting technique is one of the popular means

that are employed to deal with multirate systems [6]. The dom-
inant idea of the lifting technique is to unify the update period
of different devices in a system. Since the update period h of
the plant is different from the sampling period H of the sensors
in (1), the states x(tk−1 + h), x(tk−1 + 2h), . . . , x(tk) in the
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interval (tk−1, tk] are first augmented into a vector x̆(tk). Then,
a new state equation with the state update period H is obtained
with the help of the original state equation. Accordingly, (1)
is transformed into (12). In short, the lifting technique deals
with the asynchronous sampling/updating issue by increasing
the state update period [16], which is an effective method
to transform a multirate system into an equivalent single-rate
system.

E. Outlier-Resistant Filter Design

As discussed in Section I, if measurement outliers are not
properly handled, it is likely to deteriorate the filter perfor-
mance or even make the filtering error dynamics unstable. To
mitigate the negative influences from the measurement outliers,
a saturation function σ(·) is embedded in the filter structure
whose saturation level can be determined in line with the prior
knowledge on the range of the innovation.

Denote

Y(tk) = ȳ(tk)− Cf (tk)x̂(tk). (13)

Then, a so-called outlier-resistant filter is constructed as fol-
lows:

x̂(tk+1) = Af (tk)x̂(tk) +Kf (tk)σ(Y(tk)) (14)

where x̂(tk) is the estimate of x̄(tk) andKf (tk) is the filter gain
to be designed. The initial value of the filter is x̂(t0) = E{x̄(t0)}.
In particular, the introduced saturation function σ(·) : Rnny →
Rnny is defined as follows:

σ(u) =
[
σ1(u1) σ2(u2) . . . σnny

(unny
)
]T

(15)

with

σi(ui) = sign(ui)ϕ (|ui|, ui,max)ui,max

+ [1− ϕ (|ui|, ui,max)]ui (16)

where nny is the product of n and ny , sign(·) is the signum
function, and ui,max is the ith element of the vector umax, which
represents the saturation level. ϕ(·, ·) is the function defined by
ϕ(a, b) = 1 if a > b and ϕ(a, b) = 0 if a ≤ b.

Remark 4: Aiming at restraining the side effects of measure-
ment outliers, σi(ui) in the introduced saturation function σ(·)
is given by

σi(ui) =

{
ui, if |ui| ≤ ui,max

sign(ui)ui,max, otherwise.
(17)

For the sake of simplicity and facilitating later analysis, by the
conception of ϕ(·, ·), σi(ui) is rewritten as (16), an equivalent
yet tractable form.

Remark 5: It is noted that the measurement outliers that result
from intermittent hardware failure, stochastic cyberattacks, or
unexpected environmental changes in the process of signal trans-
mission deviate from the normal measurements significantly.
If not handled properly, it would result in the Kalman filter
state estimation deviation [8], damage the optimal parameter
estimate [52], and deteriorate the performance of the system.
As such, in this article, we propose an outlier-resistant filter

described as (14) to keep a desirable filtering performance in
the presence of measurement outliers.

For discussion convenience, we define

Y(tk) = colnny
{Yi(tk)}

Ψ(tk) = diagnny
{ϕ(|Yi(tk)|, ui,max)I}

U(tk) = colnny
{sign(Yi(tk))ui,max} .

Then, the saturation function σ(Y(tk)) can be written as

σ(Y(tk)) = Ψ(tk)U(tk) + [I −Ψ(tk)]Y(tk). (18)

Let x̃(tk) = x̄(tk)− x̂(tk) be the filtering error and P (tk) =
E{x̃(tk)x̃T (tk)} as the filtering error covariance of filter (14).
In this article, the objective is to develop a filter such that
an upper bound Σ(tk) is ensured for P (tk) and appropriate
Kf (tk) is designed to obtain the minimizedΣ(tk) by solving the
Riccati-like difference equations. We give the following lemma,
definition, and assumption that will be useful in obtaining the
main results.

Lemma 2: [53] It is supposed that a matrix function 
k(·) =

Tk (·) : Rs → Rs and the matrixX = XT ≥ 0 and Y = Y T ≥
0 for k ≥ 0. If


k(X) = 
Tk (X)


k(X) ≤ 
Tk (Y ) ∀ X ≤ Y

then given the initial condition M0 = N0 > 0, there exists the
solutions Mk and Nk to the following difference equations:

Mk+1 ≤ 
k(Mk), Nk+1 = 
k(Nk)

satisfying

Mk+1 ≤ Nk+1.

Definition 1: [8] Let scalars φ > 0, ζ > 0, and 0 < ν < 1,
if for all k ≥ 0

E
{
‖ψ(tk)‖2

}
≤ φE

{
‖ψ(t0)‖2

}
νk + ζ

holds, then the stochastic process ψ(tk) is exponentially
bounded in the mean square sense.

Assumption 2: Given positive real numbers 0 < ā < 1, b̄, b,
c̄, c, d̄, d, w̄, w, ē and e. The following conditions ‖Af (tk)‖ ≤
ā, b2I ≤ Bf (tk)BT

f (tk) ≤ b̄2I , c2I ≤ Cf (tk)C T
f (tk) ≤ c̄2I ,

d2I ≤ Df (tk)DT
f (tk) ≤ d̄2I , wI ≤ W (tk) ≤ w̄2I , eI ≤

Σ(tk) ≤ ēI hold for all k ≥ 0.

III. MAIN RESULTS

In this section, the upper bound Σ(tk) of the filtering error
covariance P (tk) is first given, and an effective algorithm to
design the expected filter parameter to get a minimized upper
bound at each time-step k is presented subsequently. Further-
more, the exponential boundedness of the filtering error is also
analyzed in the sense of the mean square.

Theorem 1: Given positive scalars κi (i = 1, 2, . . . , 9) and
the filter gain Kf (tk), consider the following recursion for
Σ(tk+1):

Σ(tk+1) = τ1M(tk)Σ(tk)MT (tk)
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+ τ2N (tk)W (tk)N T (tk)

+ τ3Kf (tk)tr
{
Cf (tk)Σ(tk)C

T
f (tk)

}
IKT

f (tk)

+ τ4Kf (tk)tr
{
Df (tk)W (tk)D

T
f (tk)

}
IKT (tk)

+ τ5nnyλ̄Kf (tk)K
T
f (tk) (19)

where

τ1 = 1 + κ1 + κ2 + κ3

τ2 = 1 + κ4 + κ5 + κ6

τ3 = 1 + κ−1
1 + κ−1

4 + κ7 + κ8

τ4 = 1 + κ−1
2 + κ−1

5 + κ−1
7 + κ9

τ5 = 1 + κ−1
3 + κ−1

6 + κ−1
8 + κ−1

9

M(tk) = Af (tk)−Kf (tk)Cf (tk)

N (tk) = Bf (tk)−Kf (tk)Df (tk)

W (tk) = E
{
ω(tk)ω

T (tk)
}

= diag
{
Q̃(tk), Ṽ (tk), Ẽ(tk)

}
Q̃(tk) = diag {Q(tk), Q(tk + h), . . . , Q(tk+1 − h)}

Ṽ (tk) = diagn {Vi(tk)}

Ẽ(tk) = diagn {Ei(tk)} , λ̄ =

nny∑
i=1

u2i,max

with the real-valued matricesΣ(tk) = ΣT (tk) ≥ 0 (k ≥ 0), and
the initial condition Σ(t0) = P (t0). Then, an upper bound
Σ(tk+1) is obtained for the filtering error covariance P (tk+1).

Proof: In light of (12)–(14) and (18), the filtering error
x̃(tk+1) is constructed as follows:

x̃(tk+1) = M(tk)x̃(tk) +N (tk)ω(tk) +Kf (tk)R(tk)

+Kf (tk)S(tk)−Kf (tk)T (tk) (20)

where

R(tk) = Ψ(tk)Cf (tk)x̃(tk)

S(tk) = Ψ(tk)Df (tk)ω(tk)

T (tk) = Ψ(tk)U(tk).

Then, the filtering error covariance P (tk+1) can be obtained
as follows:

P (tk+1) = E
{
x̃(tk+1)x̃

T (tk+1)
}

= M(tk)P (tk)MT (tk) +N (tk)W (tk)N T (tk)

+Kf (tk)E
{
R(tk)RT (tk)

}
KT

f (tk)

+Kf (tk)E
{
S(tk)ST (tk)

}
KT

f (tk)

+Kf (tk)E
{
T (tk)T T (tk)

}
KT

f (tk)

+ sym
{
E{M(tk)x̃(tk)ω

T (tk)N T (tk)}
}

+ sym
{
E{M(tk)x̃(tk)RT (tk)K

T
f (tk)}

}

+ sym
{
E{M(tk)x̃(tk)ST (tk)K

T
f (tk)}

}
− sym

{
E{M(tk)x̃(tk)T T (tk)K

T
f (tk)}

}
+ sym

{
E{N (tk)ω(tk)RT (tk)K

T
f (tk)}

}
+ sym

{
E{N (tk)ω(tk)ST (tk)K

T
f (tk)}

}
− sym

{
E{N (tk)ω(tk)T T (tk)K

T
f (tk)}

}
+ sym

{
E{Kf (tk)R(tk)ST (tk)K

T
f (tk)}

}
− sym

{
E{Kf (tk)R(tk)T T (tk)K

T
f (tk)}

}
− sym

{
E{Kf (tk)S(tk)T T (tk)K

T
f (tk)}

}
.

(21)

With the help of the matrix operation and using the properties
of the trace of matrix, we can easily derive that

Kf (tk)E
{
R(tk)RT (tk)

}
KT

f (tk)

≤ Kf (tk)E
{

tr
{
R(tk)RT (tk)

}
I
}
KT

f (tk)

≤ Kf (tk)tr
{
E
{
Cf (tk)x̃(tk)x̃

T (tk)C
T
f (tk)

}}
IKT

f (tk)

= Kf (tk)tr
{
Cf (tk)P (tk)C

T
f (tk)

}
IKT

f (tk). (22)

Similarly, we can get

Kf (tk)E
{
S(tk)ST (tk)

}
KT

f (tk)

≤ Kf (tk)E
{

tr
{
S(tk)ST (tk)

}
I
}
KT

f (tk)

≤ Kf (tk)tr
{
E
{
Df (tk)ω(tk)ω

T (tk)D
T
f (tk)

}}
IKT

f (tk)

= Kf (tk)tr
{
Df (tk)W (tk)D

T
f (tk)

}
IKT

f (tk) (23)

Kf (tk)E
{
T (tk)T T (tk)

}
KT

f (tk)

≤ Kf (tk)E
{
U(tk)U

T (tk)
}
KT

f (tk)

≤ Kf (tk)tr
{
E
{
U(tk)U

T (tk)
}}

IKT
f (tk)

= nnyλ̄Kf (tk)K
T
f (tk). (24)

Note that E{x̃(tk)ωT (tk)} = 0, it is easy to get that
sym{E{M(tk)x̃(tk)ω

T (tk)N T (tk)}} = 0. By using the well-
known elementary inequality(

κ1/2X − κ(−1/2)Y
)(

κ1/2X − κ(−1/2)Y
)T

≥ 0 (25)

where X and Y are the matrices with appropriate dimensions,
κ is an arbitrary positive constant, we obtain

sym
{
E{M(tk)x̃(tk)RT (tk)K

T
f (tk)}

}
≤ κ1M(tk)P (tk)MT (tk)

+ κ−1
1 Kf (tk)E

{
S(tk)ST (tk)

}
KT

f (tk)

≤ κ1M(tk)P (tk)MT (tk)

+ κ−1
1 Kf (tk)tr

{
Cf (tk)P (tk)C

T
f (tk)

}
IKT

f (tk).

Similarly, it can also be derived that

sym
{
E{M(tk)x̃(tk)ST (tk)K

T
f (tk)}

}
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≤ κ2M(tk)P (tk)MT (tk)

+ κ−1
2 Kf (tk)tr

{
Df (tk)W (tk)D

T
f (tk)

}
IKT

f (tk)

− sym
{
E{M(tk)x̃(tk)ST (tk)K

T
f (tk)}

}
≤ κ3M(tk)P (tk)MT (tk) + κ−1

3 nnyλ̄Kf (tk)K
T
f (tk)

sym
{
E{N (tk)ω(tk)RT (tk)K

T
f (tk)}

}
≤ κ4N (tk)W (tk)N T (tk)

+ κ−1
4 Kf (tk)tr

{
Cf (tk)P (tk)C

T
f (tk)

}
IKT

f (tk)

sym
{
E{N (tk)ω(tk)ST (tk)K

T
f (tk)}

}
≤ κ5N (tk)W (tk)N T (tk)

+ κ−1
5 Kf (tk)tr

{
Df (tk)W (tk)D

T
f (tk)

}
IKT

f (tk),

− sym
{
E{N (tk)ω(tk)T T (tk)K

T
f (tk)}

}
≤ κ6N (tk)W (tk)N T (tk) + κ−1

6 nnyλ̄Kf (tk)K
T
f (tk)

sym
{
E{Kf (tk)R(tk)ST (tk)K

T
f (tk)}

}
≤ κ7Kf (tk)tr

{
Cf (tk)P (tk)C

T
f (tk)

}
IKT

f (tk)

+ κ−1
7 Kf (tk)tr

{
Df (tk)W (tk)D

T
f (tk)

}
IKT

f (tk)

− sym
{
E{Kf (tk)R(tk)T T (tk)K

T
f (tk)}

}
≤ κ8Kf (tk)tr

{
Cf (tk)P (tk)C

T
f (tk)

}
IKT

f (tk)

+ κ−1
8 nnyλ̄Kf (tk)K

T
f (tk)

− sym
{
E{Kf (tk)S(tk)T T (tk)K

T
f (tk)}

}
≤ κ9Kf (tk)tr

{
Df (tk)W (tk)D

T
f (tk)

}
IKT

f (tk)

+ κ−1
9 nnyλ̄Kf (tk)K

T
f (tk).

Summarizing the above discussions, we have

P (tk+1) ≤ τ1M(tk)P (tk)MT (tk) + τ2N (tk)W (tk)N T (tk)

+ τ3Kf (tk)tr
{
Cf (tk)P (tk)C

T
f (tk)

}
IKT

f (tk)

+ τ4Kf (tk)tr
{
Df (tk)W (tk)D

T
f (tk)

}
IKT (tk)

+ τ5nnyλ̄Kf (tk)K
T
f (tk). (26)

It can be noticed that the constraints of Lemma 2 are all
fulfilled based on (19) and (26). Therefore, from the above
analysis, we have

P (tk+1) ≤ Σ(tk+1). (27)

In Theorem 1, the upper bound Σ(tk+1) of the filtering error
covariance P (tk+1) is presented. Next, we will give the follow-
ing theorem, which demonstrates the approach to parameterize
the filter gain by utilizing the obtained upper bound.

To proceed, we denote notations as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
U(tk) = τ1Af (tk)Σ(tk)C T

f (tk) + τ2Bf (tk)W (tk)DT
f (tk)

V(tk) = τ1Cf (tk)Σ(tk)C T
f (tk) + τ2Df (tk)W (tk)DT

f (tk)

+τ3tr
{

Cf (tk)Σ(tk)C T
f (tk)

}
I

+τ4tr
{

Df (tk)W (tk)DT
f (tk)

}
I + τ5nnyλ̄

(28)

where τi (i = 1, 2) has been defined in Theorem 1. �
Theorem 2: The upper bound Σ(tk) in Theorem 1 can be

minimized through designing the filter gain matrix Kf (tk),
which satisfies the following form:

Kf (tk) = U(tk)V−1(tk). (29)

Moreover, the minimal upper bound for the filtering error co-
variance can be obtained as

Σ(tk+1) = τ1Af (tk)Σ(tk)A
T
f (tk) + τ2Bf (tk)W (tk)

× BT
f (tk)− U(tk)V−1(tk)UT (tk). (30)

Proof: Based on (19), by taking the partial derivative of
tr{Σ(tk+1)} with respect to the gain matrix Kf (tk), it can be
computed that

∂tr {Σ(tk+1)}
∂Kf (tk)

= 2{τ1[−Af (tk)P (tk)C
T
f (tk) +Kf (tk)Cf (tk)P (tk)

× C T
f (tk)] + τ2[−Bf (tk)W (tk)D

T
f (tk) +Kf (tk)Df (tk)

×W (tk)D
T
f (tk)] + τ3Kf (tk)tr{Cf (tk)P (tk)C

T
f (tk)}I

+ τ4Kf (tk)tr{Df (tk)W (tk)D
T
f (tk)}I + τ5nnyλ̄Kf (tk)}.

(31)

Letting ∂tr{Σ(tk+1)}/∂Kf (tk) = 0, based on (28), we can
easily obtain Kf (tk)V(tk) = U(tk). It is obvious that V(tk) is
a positive-definite matrix. Therefore, we can compute the filter
parameters as follows:

Kf (tk) = U(tk)V−1(tk) (32)

and the minimum of Σ(tk+1) is shown in (30), which completes
the entire proof of Theorem 2. �

According to the above results, the upper bound of the filtering
error covariance has been first obtained in Theorem 1, and then
the optimal filter parameter has been calculated in Theorem 2.
The proposed outlier-resistant recursive security filtering algo-
rithm is presented in Algorithm 1. Compared with the existing
literature, this scheme is different in the following ways. 1) The
multirate strategy is introduced in the system model for different
system components, according to the importance of their signals,
and fading measurements as well as cyberattacks are taken into
consideration in the construction of the system. 2) The RRP is
employed in the sensor-to-filter channel, thereby reducing the
data congestion and collisions. 3) An outlier-resistant filter is
developed to restrain measurement outliers from devastating the
filtering accuracy.
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Algorithm 1: Outlier-Resistant Recursive Security Filtering
Algorithm.

Step 1. Give positive scalar τi (i = 1, 2, . . . , 5), the
maximum step M and set the initial conditions
k = 0, x̂(t0) = E{x̄(t0)},Σ(t0) = P (t0).

Step 2. Compute filter gain Kf (tk) for the time step k
according to (29).

Step 3. Calculate x̂(tk+1) for the filter based on its
structure (14).

Step 4. In the light of (19), derive the filtering error
covariance upper bound Σ(tk). Set k = k + 1.

Step 5. If k < M , then go to Step 2, else go to Step 6.
Step 6. Stop.

In the following part of this section, we will investigate the
boundedness of the filtering error dynamics (20) with its filter
parameter (29).

Theorem 3: Consider the discrete time-varying MRNS (1)
and the filter (14), whose gain is (29), and the dynamic of filtering
error (20) is exponentially bounded in mean square sense under
Assumption 2.

Proof: Based on (12) and (14), the filtering error (20) is
rewritten as

x̃(tk+1) = Af (tk)x̃(tk) + Bf (tk)ω(tk)−Kf (tk)σ(Y(tk)).

Combining Assumption 2 and (29), it is derived that

U(tk) ≤ τ1Af (tk)Σ(tk)C
T
f (tk)

V−1(tk) ≤
[
τ1Cf (tk)Σ(tk)C

T
f (tk)

]−1
.

Therefore

‖E{Kf (tk)K
T
f (tk)}‖

≤ ‖E{Af (tk)C
−1
f (tk)(Af (tk)C

−1
f (tk))

T }‖

≤ ā2

c2
:= k.

According to the characteristic of the saturation function
σ(Y(tk)) and the definition of the matrix trace and norm, one
has

E
{
σ(Y(tk))σ

T (Y(tk))
}
≤ E

{
tr{σ(Y(tk))σ

T (Y(tk))}I
}

≤ E

{
tr
{

diagnny
{u2i,max}

}
I
}

= λ̄Inny

E
{
(Bf (tk)ω(tk))

T (Bf (tk)ω(tk))
}

= E
{

tr
{
Bf (tk)ω(tk)ω

T (tk)B
T
f (tk)

}}
= tr

{
Bf (tk)W (tk)B

T
f (tk)

}
≤ (gnx + nny)w̄b̄

2 := l

and

E
{
(Kf (tk)σ

T (Y(tk)))(Kf (tk)σ(Y(tk)))
}

≤ λ̄(gnx + nny)λmax

(
E{Kf (tk)K

T (tk)}
)

= λ̄(gnx + nny)‖E{Kf (tk)K
T (tk)}‖

= λ̄(gnx + nny)k := m

where λmax(E{Kf (tk)K
T (tk)}) represents the maximal eigen-

values of Kf (tk)K
T (tk). “:=” means “defined as,” which is

used to define a new symbol.
Next, for any scalar ε̄ > 0 and matrixΘ(tk) > 0, consider the

following iterative matrix equation:

Θ(tk+1) = Af (tk)Θ(tk)A
T
f (tk)

+ Bf (tk)W (tk)B
T
f (tk) + ε̄I (33)

with the initial value being

Θ(t0) = Bf (tk)W (t0)B
T
f (tk) + ε̄I. (34)

Therefore, we have

‖Θ(tk+1)‖ ≤ ‖Af (tk)‖2‖Θ(tk)‖

+ ‖Bf (tk)W (tk)B
T
f (tk)‖+ ‖ε̄I‖

≤ ā2‖Θ(tk)‖+ b̄2w̄ + ε̄.

By iterative calculation, one has that

‖Θ(tk)‖ ≤ ā2k‖Θ(t0)‖+ (b̄2 + ε̄)
k−1∑
t=0

ā2t

≤ ‖Θ(t0)‖+ (b̄2w̄ + ε̄)

∞∑
t=0

ā2t

= ‖Θ(t0)‖+
b̄2w̄ + ε̄

1− ā2
.

In light of Θ(tk) ≥ ε̄I , then, for all k ≥ 0, there exists a positive
scalar θ̄ such that

ε̄I ≤ Θ(tk) ≤ θ̄I (35)

holds where

θ̄ = ‖Θ(t0)‖+
b̄2w̄ + ε̄

1− ā2
. (36)

Define

Ω(tk) = x̃T (tk)Θ
−1(tk)x̃(tk) (37)

then, for an arbitrary positive scalar υ, we have

E {Ω(tk+1)} − (1 + υ)Ω(tk)

≤ (1 + υ)E{x̃T (tk)(A T
f (tk)Θ

−1(tk+1)Af (tk)

−Θ−1(tk+1))x̃(tk)}+ (1 + υ−1)E{(Kf (tk)σ(Y(tk)))
T

×Θ−1(tk+1)(Kf (tk)σ(Y(tk)))}+ E{(Bf (tk)ω(tk))
T

×Θ−1(tk+1)(Bf (tk)ω(tk))}. (38)

For convenience of expression, we define

Z(tk) = Bf (tk)W (tk)B
T
f (tk) + ε̄I.

By resorting to the fundamental matrix inversion lemma and
(33), it follows that:

A T
f (tk)Θ

−1(tk+1)Af (tk)−Θ−1(tk)
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= A T
f (tk)((Af (tk)Θ(tk)A

T
f (tk))

−1

+ Z−1(tk))Af (tk)−Θ−1(tk)

= (Θ(tk) + A −1
f (tk)Z(tk)(A

T
f (tk))

−1)−1 −Θ−1(tk)

= (Θ(tk) + A −1
f (tk)Z(tk)(A

T
f (tk))

−1)−1

× (I − (Θ(tk) + A −1
f (tk)Z(tk)(A

T
f (tk))Θ

−1(tk))

= (A T
f (tk)Z−1(tk)Af (tk)Θ(tk) + I)−1Θ−1(tk))

≤
(
ā2θ̄

b2w
+ 1

)−1

Θ−1(tk). (39)

Combining (37), (38), and (39), it is derived that

E {Ω(tk+1)} − (1 + υ)Ω(tk)

≤ −(1 + υ)

(
ā2θ̄

b2w
+ 1

)−1

E {Ω(tk)}+ (1 + υ−1)
m

ε̄
+
l

ε̄
.

(40)

Accordingly, we can always find an appropriate positive scalar
υ, which guarantees � ∈ (0, 1) and 0 < ξθ̄

1−� < 1, then, (40)
can be rearranged as

E {Ω(tk+1)} ≤ �E {Ω(tk)}+ ξ (41)

where

� = (1 + υ)

(
1−

(
ā2θ̄

b2w
+ 1

)−1
)

ξ = (1 + υ−1)
m

ε̄
+
l

ε̄
.

Substituting (37) for (41), we get

E
{
‖x̃(tk+1)‖2

}
≤ ‖Θ(tk+1)‖

‖Θ(tk)‖
E
{
‖x̃(tk)‖2

}
�

+ ‖Θ(tk+1)‖ξ. (42)

Substituting (35) into (42), by recursive operation, one has

E
{
‖x̃(tk+1)‖2

}
≤ θ̄

ε̄
E
{
‖x̃(t0)‖2

}
�k+1 + ξθ̄

k∑
t=0

�t

≤ θ̄

ε̄
E
{
‖x̃(t0)‖2

}
�k+1 + ξθ̄

∞∑
t=0

�t

=
θ̄

ε̄
E
{
‖x̃(t0)‖2

}
�k+1 +

ξθ̄

1−�
. (43)

According to Definition 1, we confirm that the dynamic of
the filtering error x̃(tk) is exponentially bounded in the mean
square sense. �

Remark 6: The upper bound of filtering error covariance
obtained by the method utilized in Theorem 1 of this article is less
conservative, in comparison with the approach used in [54]. Be-
sides, it is worth noting that due to energy constraints, the spec-
tral norm of Af (tk), the variances of Bf (tk),Cf (tk),Df (tk),
and the noise covariance matrix W (tk) are all bounded in
practical application as shown in Assumption 2.

IV. NUMERICAL ILLUSTRATIVE EXAMPLE

In this section, the effectiveness and applicability of the pro-
posed outlier-resistant recursive security filtering design method
is validated via a numerical simulation example.

Consider the discrete time-varying MRNS (1) which is mea-
sured by three sensors, with parameters shown as follows:

A(Tk) =

[
0.97 + 0.2cos(Tk) 0.52− 0.1sin(Tk)

−0.08 0.57 + 0.2cos(Tk)

]
B(Tk) = [0.08 0.06]T

C1(tk) =
[
7sin(tk) 8cos(tk)

]
, D1(tk) = 0.95sin(tk)

C2(tk) =
[
8sin(tk) 7cos(tk)

]
, D2(tk) = sin(tk)

C3(tk) =
[
9sin(tk) 5cos(tk)

]
, D3(tk) = 0.25sin(tk).

The process noise w(Tk) and measurement noise vi(tk) (i =
1, 2, 3) are zero-mean Gaussian white noises with covariance
Q(Tk) = 0.05, V1(tk) = 0.03, V2(tk) = 0.05, V3(tk) = 0.04.
The relationship of H and h satisfies H = 2h, and we assume
that H = 2, h = 1 in this simulation part. The measurement
attenuation coefficient λi(tk), which is uniformly distributed
over segments (0.4 + 0.1i, 1) for i = 1, 2, 3, 4, respectively.

In this example, the probability μ̄ of the deception attacks
is selected as 0.3, and the saturation levels are u1,max = 10,
u2,max = 20 and u3,max = 15. Set the initial values of the
state as x(t0) = [2 − 2]T and the covariance as P (t0) = 0. Let
MSE(tk) denote the mean square error of the estimate, which is
defined by

MSE(tk) =
1

M

M∑
j=1

2∑
i=1

(
x̄
(j)
i (tk)− x̂

(j)
i (tk)

)2

.

In order to avoid one-time occasionality, 100 Monte Carlo tests
are conducted, in other words, M = 100. Then, according to
Algorithm 1, filter gain and the minimal upper bound of filtering
error covariance are successively obtained.

Considering cyberattacks or any other network-induced prob-
lems, the occurrence of measurement outliers may lead to
innovation changes and then degenerate or even damage the
filter. Therefore, in order to testify the ability of the proposed
filtering scheme against fading measurements, deception at-
tacks, and measurement outliers, the following ordinary filter
(44) is designed and compared with the proposed filter (14)
experimentally [8]:

x̂(tk+1) = Af (tk)x̂(tk) +K(tk)Y(tk) (44)

where K(tk) is the filter gain. We assume that measurement
outliers are characterized by white Gaussian noises with a co-
variance of 20 000. The measurement outliers occur intermit-
tently, and the occurrence period of this outlier is 4h. Also, it is
supposed that there are no outliers at the initial time instant 0.

The simulation results are presented in Figs. 3–7. Specifi-
cally, Fig. 3 shows the estimate of the proposed outlier-resistant
recursive security filter and the ordinary filter on the system state
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Fig. 3. x(tk) and its estimate.

Fig. 4. Filtering error of the proposed filter.

Fig. 5. Filtering error of the ordinary filter.

trajectories. It can be seen from this figure that the estimation
effect of the proposed filter is better than that of the ordinary
filter.

The error between the state x(tk) and its estimate of the
proposed outlier-resistant filter and the ordinary filter under the
influence of deception attacks, is displayed in Figs. 4 and 5,
respectively. As can be seen from these two figures, what they

Fig. 6. Value of ζi(tk).

Fig. 7. Trace of the minimal upper bound and the MSE with the pro-
posed filtering scheme.

have in common is that the estimation error is relatively small
at the time when no attack occurs, while under the influence
of malicious attacks, the estimate value will suddenly deviate
from the normal value x(tk), resulting in a large error value.
The difference is that the estimation error of the proposed
outlier-resistant recursive security filter is about −0.1 to 0.1,
which is smaller than that of the ordinary filter. The estimation
error of the ordinary filter is approximately between −0.3 and
0.62. To facilitate the understanding of the effectiveness of the
proposed filter and the detail of deception attacks, we give the
value of the false signal sent by the attacker to the sensors when
attacks occur, which is shown in Fig. 6.

In addition, Fig. 7 depicts the trace of the minimal upper
bound on the covariance of the filtering error and the MSE of
the proposed security outlier-resistant filtering scheme. In this
figure, it can be seen that the trace of mean square errors is
always below the trace of the upper bound, which conforms to
our expectation.

According to the simulation results obtained, we can get
the conclusion that, in the presence of measurement outliers,
the proposed filter performs well and can effectively suppress
the influence of measurement outliers. Compared with the filter
proposed in this article, the estimate of the ordinary filter deviates
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from the system state and the estimation error is relatively large.
Therefore, the robustness of the proposed filter to the fading
measurements, cyberattacks, and measurement outliers is truly
effective.

V. CONCLUSION

This article is concerned with outlier-resistant recursive fil-
tering problems for RRP-based MRNSs with fading measure-
ments and cyberattacks. Facilitated by the lifting technique, the
subsequent processing can be easily tackled while the sampling
period of the sensors differs from the plant update period of the
system. Measurement outputs from sensors are likely to decay
in a random way due to the complex and volatile environments.
We assume that the signals in the sensor-to-filter channel may
be modified by randomly occurring cyberattacks and orches-
trated by RRP. A novel outlier-resistant filter design method
is presented in order to restrain the abnormal innovations and
ensure the reliability of the filter. Moreover, an upper bound
for the filtering error covariance, which can be minimized by
designing proper filter gain at each time step, has been derived
via applying the matrix operation and using the properties of the
trace of the matrix. In addition, the exponential boundedness
of the filtering error dynamics has been analyzed in the mean
square sense. Finally, a numerical simulation example has been
exploited to demonstrate the feasibility and effectiveness of the
proposed algorithm. Related topics for future research include
the distributed outlier-resistant recursive filtering problems for
MRNSs over sensor networks, and the outlier-resistant filtering
fusion problems for MRNSs with network-induced phenomena.
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