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Abstract
In this article, the event-triggered data-driven consensus problem is studied for
multi-agent systems (MASs) with switching topologies under denial-of-service
(DoS) attacks. Based on the model-free adaptive control (MFAC) approach, the
controller is only correlated with the input/output (I/O) data of agents instead of
the specific system model. First, the pseudo partial derivative (PPD) is employed
to dynamically linearize the system model. Second, to save network bandwidth,
an event-triggered scheme is introduced according to the I/O measurement
and the output estimated error. Third, an attack compensation mechanism
is adopted for the purpose of reducing the influence of DoS attacks. Then,
a data-driven controller is designed to make the agents approach the desired
trajectory on the basis of the estimation value of PPD. Moreover, by utilizing
the Lyapunov stability theory, the tracking error is demonstrated to be conver-
gent and the reliability of the controller is investigated. Finally, an example is
simulated to verify the effectiveness of the consensus tracking strategy.
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1 INTRODUCTION

Nowadays, multi-agent systems (MASs) have been applied in a number of areas, such as robotic systems,1 unmanned
aerial vehicles2 and autonomous underwater vehicles.3 The tracking consensus problem for MASs is a basic research
topic and has gained a lot of attention for the wide application of MASs,4–6 which ensures that all agents achieve
the same predefined trajectory finally with minimal control costs. For instance, the consensus problem for non-
linear MASs was investigated in Reference 4 with the consideration of sensor uncertainty. The authors in Ref-
erence 5 dealt with the consensus problem for heterogeneous MASs considering delays and noises. In Reference
6, a distributed robust controller was designed to solve the optimal output consensus issue for MASs. In the
above results on tracking consensus problem, the dynamics of agents in MASs are presented with given mod-
els. However, constructing an accurate model of the system is often difficult due to the complexity in practice
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such as the nonlinear MASs. As a result, data-driven approaches have been proposed for MASs with unknown
dynamics.7,8

As a novel data-driven approach, model-free adaptive control (MFAC) is an efficient control method for nonlinear
systems, which can dynamically linearize the unknown system with the pseudo partial derivative (PPD).9 For example, in
Reference 10, a distributed MFAC approach was presented for the consensus control of MASs with switching topologies,
where the input/output (I/O) measurement data of MASs is used to estimate the PPD. In Reference 11, a consensus
tracking mechanism for discrete-time MASs was provided and the PPD can be derived by the input and saturated output
measurement. Reference 12 theoretically analyzed the stability for MFAC-based MASs in the case where the tracking
error was the monotonic convergence. In the MFAC approach, the PPD is independent of the specific system model and is
estimated based on the I/O measurement data. In this article, the consensus problem for MASs is investigated by utilizing
the MFAC method.

As is known, the communication network is applied to transmit control signals, which increases the efficiency and
flexibility of the system. However, communication network can also bring negative effects on the system performance
because of the constraint of bandwidth. To solve this problem, the event-triggered mechanism is recognized as an excellent
choice for signal transmission.13–15 Under an event-triggered mechanism, if the difference between the current sampled
data and its previous transmitted data does not exceed a predefined threshold, then the current sampled data is not
transmitted. For instance, in Reference 16, the event-triggered backstepping control issue was investigated for nonlin-
ear strict-feedback systems. According to the adaptive output feedback backstepping method, Reference 17 discussed an
event-triggered decentralized control problem for nonlinear large-scale interconnected systems. Extensive research has
been conducted on MASs with event-triggered mechanisms. For example, in Reference 18, an event-triggered scheme
was adopted for fault tolerant control in heterogeneous linear MASs. Reference 19 designed a distributed event-triggered
mechanism to solve the consensus control problem for linear MASs. In Reference 20, Zhang and Tong devised a
dynamic event-triggered mechanism for tracking control in nonlinear MASs. Based on MFAC, Reference 21 presented
an event-triggered control strategy for discrete-time MASs.

With the implementation of communication network, the security problem of MASs under cyber attacks becomes
another critical challenge in MASs.22–25 Among various cyber attacks, denial-of-service (DoS) attacks can affect the sys-
tem performance seriously since DoS attacks interrupt transmission by consuming the bandwidth resources.26 Recently,
the security control problem for MASs under DoS attacks has attracted intensive research. For instance, the researchers
in Reference 27 investigated the consensus issue for MASs subject to DoS attacks with input saturation. Reference 28
designed a fault-tolerant controller to solve the resilient observer-based control issue for MASs under DoS attacks. How-
ever, the consensus problem for MAFC-based MASs subject to DoS attacks has not been fully investigated, which inspires
our study in this work.

In traditional MASs, the communication relationships between agents are designed to be unchangeable. With the
application of MASs on mobile devices, the relationships between agents change dynamically with time.29–31 In recent
years, the consensus issue for MASs with switching topologies has received massive attention. For example, in Reference
32, the bipartite consensus problem for MASs under random switching topologies was studied. Reference 33 studied the
leader-following consensus problem of higher order MASs with variable typologies. Note that the results about the control
approaches for network-bandwidth-limited MASs with switching topologies and DoS attacks are still few, how to solve
this issue is an open research orientation.

Motivated by the mentioned works, the event-based consensus problem for a type of data-driven MASs with switch-
ing topologies and DoS attacks is studied in this article. In the homogeneous MAS, we design a controller by using the
event-triggered model-free adaptive control (ETMFAC) approach to control the output of each agent to track the desired
trajectory. The main contributions of this article are outlined as follows. (1) The framework of the event-triggered con-
sensus issue for MASs under DoS attacks is constructed, in which the MFAC method is applied to dynamically linearize
the unknown dynamics of agents with PPD. (2) An event-triggered mechanism and an attack compensation scheme are
adopted to alleviate the impact of bandwidth limitation and DoS attacks in our framework. (3) A data-driven controller
is introduced to make the agents approach the desired trajectory and the stability of the controller is verified by utilizing
the Lyapunov stability theory.

The remainder of this article is indicated as below. First, the data-driven MAS model is established and the secure
event-triggered model-free adaptive control (ETMFAC) approach is provided in Section 2. Then, in Section 3, the tracking
performance of the MAS using the proposed secure ETMFAC approach is analyzed. Furthermore, an example is simulated
in Section 4 to prove the validity of the proposed consensus control method for MASs with switching topologies. Finally,
Section 5 concludes the article.
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2 PROBLEM FORMULATION

2.1 System modeling

We consider a discrete-time MAS containing N homogeneous agents with switching topologies and the communication
relationships among agents can be described as a directed graph  (𝜅) switched with time 𝜅. As everyone knows, the aim
of the consensus control problem is to make the trajectory of each agent consistent. For simplicity, a virtual leader indexed
by 0 is introduced to generate the desired trajectory in our work. Then, the directed communication graph  (𝜅) among
agents at time 𝜅 is detailed as  (𝜅) = ( ∪ {0}, (𝜅),(𝜅), (𝜅),(𝜅)).  = {1, 2, … ,N} is the set of N homogeneous
agents and  ∪ {0} represents the node set composed by N agents and the virtual leader 0. (𝜅) ⊆  ×  represents the
set of communication edges among N agents at time 𝜅. If agent j can receive messages from agent i, then (i, j) ∈ (𝜅),
agent i is the neighbor of agent j. Moreover, (𝜅) = (ai,j(𝜅))N×N denotes the adjacency matrix of (𝜅), where ai,j(𝜅) = 1
if (i, j) ∈ (𝜅), otherwise ai,j(𝜅) = 0 and ai,i(𝜅) = 0. Additionally, (𝜅) ⊆ {0} ×  is defined as the set of edges between
the virtual leader and the agents. In matrix (𝜅) = (di(𝜅))1×N , di(𝜅) is the corresponding relationship between agent i
and the virtual leader. If agent i can acquire the desired trajectory, then (0, i) ∈ (𝜅) and di(𝜅) = 1, else (0, i) ∉ (𝜅) and
di(𝜅) = 0. Except that the node set ∪ {0} is independent of time 𝜅 since the agents in MAS are fixed without considering
the fault, the rest elements in  (𝜅) will change over time. Suppose  (𝜅) ∈ {1, 2, … , X}, where {1, 2, … , X} is the
set of all the possible communication graphs and X is the total number of the possible communication graphs. Define
𝛿(𝜅) ∈ {1, 2, … ,X} as the switching signal, if 𝛿(𝜅) = n, there is  (𝜅) = n. Moreover, define (𝜅) = (𝜅) −(𝜅) as
the Laplacian matrix of  (𝜅), where (𝜅) = diag{c1(𝜅), c2(𝜅), … , cN(𝜅)} and ci(𝜅) is the in-degree of vertex i, that is,
ci(𝜅) =

∑N
j=1aj,i(𝜅).

Without loss of generality, the consensus tracking control framework of agent i (∀i ∈ {1, 2, … ,N}) is presented in
Figure 1. In Figure 1, the unknown dynamics of agent i can be presented as bellow:

ri(𝜅 + 1) = gi(ri(𝜅), vi(𝜅)), (1)

where ri(𝜅) ∈ R is the output signal, rd(𝜅) is the desired trajectory from a virtual leader, vi(𝜅) ∈ R is the input signal of
agent i at time 𝜅, and gi(⋅) is an unknown nonlinear function.

For the convenience of the study, two assumptions are provided for nonlinear systems (1).

Assumption 1. The partial derivative of gi(⋅) relating to vi(𝜅) is continuous.

F I G U R E 1 The framework of agent i in the tracking control system.
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Assumption 2. In nonlinear system (1), the generalized Lipschitz condition is satisfied, in other words, if
Δvi(𝜅) ≠ 0, then |Δri(𝜅 + 1)| ≤ b|Δvi(𝜅)| holds for any 𝜅, where Δri(𝜅 + 1) = ri(𝜅 + 1) − ri(𝜅), Δvi(𝜅 + 1) =
vi(𝜅 + 1) − vi(𝜅), Δvi(𝜅) is bounded and b is a positive constant.34

Remark 1. The two assumptions above are introduced for the dynamical linearization of the MAS.
Assumption 1 is a general situation of the MFAC method. From Assumption 2, the change rate of ri(𝜅) lies on
Δvi(𝜅). Therefore, the input difference Δvi(𝜅) is bounded, then the output difference Δri(𝜅) is also bounded.

Lemma 1 (35). Consider that system (1) satisfies Assumption 1 and 2, when Δvi(𝜅) ≠ 0 holds, the following
dynamic model (2) can be derived according to system (1):

Δri(𝜅 + 1) = 𝜔i(𝜅)Δvi(𝜅), (2)

where 𝜔i(𝜅) is bounded and |𝜔i(𝜅)| ≤ b.

In Lemma 1, system (1) is linearized as an MFAC-based system with a PPD parameter 𝜔i(𝜅), which is data-driven
with the I/O measurement data instead of a specific model. Then, a corresponding controller i is designed to generate the
input signal vi(𝜅) for the agent i. The general model of any controller i to be constructed is given as follows:

vi(𝜅) = g′i (ri(𝜅), 𝜓i(𝜅)), (3)

where g′i (⋅) is an unknown function and 𝜓i(𝜅) is the combined measurement error defined to be later. The major purpose
is to design a data-driven controller for each agent to approach the desired trajectory. The combined measurement error
is given as follows:

𝜓i(𝜅) =
∑

j∈Ni(𝜅)
aj,i(𝜅)(rj(𝜅) − ri(𝜅)) + di(𝜅)(rd(𝜅) − ri(𝜅)), (4)

where Ni(𝜅) = {j ∈ |(j, i) ∈ (𝜅)} is the neighbor set of the agent i at time 𝜅.

Remark 2. In this article, we assume there is a directed spanning tree rooting from the virtual leader, which
implies that each agent can acquire the desired trajectory from either the virtual leader or neighbor agents. In
other words, in Equation (4), aj,i(𝜅) and di(𝜅) are not zero at the same time, and the combined measurement
error 𝜓i(𝜅) is not zero, otherwise the agents cannot get the investigation information.

2.2 Event-triggered scheme

To reduce the transmission of similar data, an event-triggered generator is set to selectively transmit the output ri(𝜅)
from agent i in Figure 1. Suppose ri(𝜅) is the current sampled output and ri(𝜅 i

t) is the last triggered output. When the
event-triggered condition is satisfied, the current output ri(𝜅) can be transmitted into the network. 𝜅 i

t is the tth triggered
time instant for agent i, which is the nearest triggered time instant to current time 𝜅. If ri(𝜅) is triggered out, the time
instant 𝜅 is the (t + 1)th triggered time instant for agent i, that is, 𝜅 i

t+1 = 𝜅

Υ(ri(𝜅 i
t) − ri(𝜅)) >

√
𝛾(1 − 4(1 + Qi)2)

2|Qi|
|𝜀i(𝜅)|, (5)

where Υ(⋅) is defined as the function about the difference between ri(𝜅 i
t) and ri(𝜅).

In the event-triggered condition (5), 0 < 𝛾 < 1 is a constant, Qi is the parameter which satisfies 0 < 1 − 4(1 + Qi)2 < 1,
𝜀i(𝜅) is the output estimated error given as below:

𝜀i(𝜅) = ri(𝜅) − r̂i(𝜅), (6)

where r̂i(𝜅) is the estimation value of ri(𝜅).
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10670 LIU et al.

The output evaluation function is used to estimate the output value ri(𝜅) at time 𝜅 and is given as follows:

r̂i(𝜅 + 1) = r̂i(𝜅) + �̂�i(𝜅)Δvi(𝜅 i
t) + Qi(r̂i(𝜅) − ri(𝜅 i

t)), (7)

where �̂�i(𝜅) is the estimation value of the PPD parameter 𝜔i(𝜅). Additionally,Δvi(𝜅 i
t) = vi(𝜅 i

t) − vi(𝜅 i
t − 1) is the difference

between the system input at 𝜅 i
t and the input at the prior sampled time instant before 𝜅

i
t .

Moreover, the expression for the function Υ(⋅) is given as follows:

Υ(ri(𝜅 i
t) − ri(𝜅)) =

{
|
|ri(𝜅 i

t) − ri(𝜅)||, if |𝜀i(𝜅)| > 𝜁i,

0, otherwise,
(8)

where 𝜁i is the bound of 𝜀i(𝜅) which will be designed in the subsequent chapter. Additionally, based on Equation (4),
𝜓i(𝜅 i

t) is defined as the combined measurement error at the triggered time.

Remark 3. Combining the event-triggered condition (5) and Equation (8), it is worth noting that if |𝜀i(𝜅)| ≤ 𝜁i,
then Υ(ri(𝜅 i

t) − ri(𝜅)) = 0, which implies that the condition (5) is not satisfied and the event generator will
not be triggered. Therefore, the parameter 𝜁i of Υ(⋅) is adjustable to control the number of event-triggered
instants. For example, if the value of 𝜁i increases, then the sampled data satisfying the inequality |𝜀i(𝜅)| > 𝜁i
will decrease, so the number of the event-triggered instants will ultimately decrease.

2.3 Dos attacks model

As illustrated in Figure 1, the triggered output ri(𝜅 i
t) and the the combined measurement error 𝜓i(𝜅 i

t) for agent i at the
triggered time 𝜅

i
t are both transmitted to the controller i. Assume that the network is faced with DoS attacks, which aim

to block transmission and destroy the system’s performance.
In this article, a Bernoulli variable 𝛽i(𝜅 i

t) ∈ {0, 1} is introduced to denote whether DoS attack occurs (or not). The
probabilities of DoS attacks occurring or not at the triggered time instant 𝜅 i

t are presented as follows29:

{
P
{
𝛽i(𝜅 i

t) = 0
}
= 1 − 𝛽 i,

P
{
𝛽i(𝜅 i

t) = 1
}
= 𝛽 i.

(9)

Thus, the triggered output ri(𝜅 i
t) and the combined measurement error𝜓i(𝜅 i

t) under DoS attacks are rai(𝜅 i
t) and 𝜓ai(𝜅 i

t):

rai(𝜅 i
t) = 𝛽i(𝜅 i

t)ri(𝜅 i
t),

𝜓ai(𝜅 i
t) = 𝛽i(𝜅 i

t)𝜓i(𝜅 i
t).

For the purpose of addressing the problem of DoS attacks, an attack compensation scheme is given as follows:

rai(𝜅 i
t) = 𝛽i(𝜅 i

t)ri(𝜅 i
t) + (1 − 𝛽i(𝜅 i

t))ri(𝜅 i
t−1),

𝜓ai(𝜅 i
t) = 𝛽i(𝜅 i

t)𝜓i(𝜅 i
t) + (1 − 𝛽i(𝜅 i

t))𝜓i(𝜅 i
t−1).

(10)

Remark 4. As shown in the attack compensation scheme (10), when 𝛽i(𝜅 i
t) = 0, the triggered output ri(𝜅 i

t) and
the combined measurement error 𝜓i(𝜅 i

t) are blocked by DoS attacks, and the inputs of the controller i will be
updated by the last effective values ri(𝜅 i

t−1) and 𝜓i(𝜅 i
t−1) for the compensation of DoS attacks.

Remark 5. Both of the two network-induced phenomena DoS attacks and packet dropouts can lead to unsuc-
cessful transmissions, but they are different. The DoS attacks addressed in this article is maliciously launched
by the attackers to block the signal exchange between the agents, while packet dropouts are caused by net-
work congestion. Nowadays, some DoS attacks detection method (see References 36 and 37 for example) have
been proposed, by which one can know whether or not the DoS attacks are in presence.
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2.4 Design of the controller based on ETMFAC method

In this article, the dynamic linearization approach can be used for each agent on the basis of the PPD parameter 𝜔i(𝜅).
Since it is difficult to get the exact value of 𝜔i(𝜅), �̂�i(𝜅) is used to estimate the value of the PPD parameter 𝜔i(𝜅). The
performance index function S1[�̂�i(𝜅)] is given by using the time-varying parameter estimation method38 to get �̂�i(𝜅). The
function S1[�̂�i(𝜅)] is presented as follows:

S1[�̂�i(𝜅)] = (Δri(𝜅) − �̂�i(𝜅)Δvi(𝜅 − 1))2 + 𝜇(�̂�i(𝜅) − �̂�i(𝜅 − 1))2, (11)

where 𝜇 > 0 is a weight factor.
Define the control input index function S2[vi(𝜅)], then we use the MFAC method to design the controller. The function

S2[vi(𝜅)] is given as below:

S2[vi(𝜅)] = (𝜓i(𝜅) − �̂�i(𝜅 − 1)Δvi(𝜅))2 + 𝜆(vi(𝜅) − vi(𝜅 − 1))2, (12)

where 𝜆 > 0 is a weight factor.
From S1[�̂�i(𝜅)] in Equation (11), one has:

S1[�̂�i(𝜅)] = (Δri(𝜅)2 − 2�̂�i(𝜅)Δri(𝜅)Δvi(𝜅 − 1) + �̂�i(𝜅)2Δvi(𝜅 − 1)2) + 𝜇(�̂�i(𝜅)2 − 2�̂�i(𝜅 − 1)�̂�i(𝜅) + �̂�i(𝜅 − 1)2). (13)

To minimize S1[�̂�i(𝜅)], let 𝜕S1[�̂�i(𝜅)]
𝜕�̂�i(𝜅)

= 0, it can be obtained that

−2Δri(𝜅)Δvi(𝜅 − 1) + 2Δvi(𝜅 − 1)2�̂�i(𝜅) + 𝜇(2�̂�i(𝜅) − 2�̂�i(𝜅 − 1)) = 0 (14)

then one has

(𝜇 + Δvi(𝜅 − 1)2)�̂�i(𝜅) = 𝜇�̂�i(𝜅 − 1) + Δri(𝜅)Δvi(𝜅 − 1)
= (𝜇 + Δvi(𝜅 − 1)2)�̂�i(𝜅 − 1) + Δri(𝜅)Δvi(𝜅 − 1) − Δvi(𝜅 − 1)2�̂�i(𝜅 − 1).

(15)

Hence, one can get

�̂�i(𝜅) = �̂�i(𝜅 − 1) + Δvi(𝜅 − 1)Δri(𝜅) − Δvi(𝜅 − 1)2�̂�i(𝜅 − 1)
𝜇 + Δvi(𝜅 − 1)2

.

So as to enhance the flexibility and generality of the distributed MFAC approach, one has

�̂�i(𝜅) = �̂�i(𝜅 − 1) + 𝜂Δvi(𝜅 − 1)(Δri(𝜅) − �̂�i(𝜅 − 1)Δvi(𝜅 − 1))
𝜇 + Δvi(𝜅 − 1)2

, (16)

where 𝜂 ∈ (0, 1] is the step size factor. To strengthen the tracking ability of the parameter estimation
method in Equation (16) for time-varying parameters, define �̂�i(𝜅) = �̂�i(1) if |Δvi(𝜅 − 1)| ≤ 𝛼, or |�̂�i(𝜅)| ≤ 𝛼,
or sign(�̂�i(1)) ≠ sign(�̂�i(𝜅)), where 𝛼 is a sufficiently small constant and 𝛼 > 0, �̂�i(1) represents the initial
value of �̂�i(𝜅).

Similarly, from S2[vi(𝜅)] in Equation (12), it can be derived that:

S2[vi(𝜅)] = (𝜓i(𝜅) − �̂�i(𝜅 − 1)Δvi(𝜅))2 + 𝜆(vi(𝜅) − vi(𝜅 − 1))2

= (𝜓i(𝜅)2 − 2�̂�i(𝜅 − 1)Δvi(𝜅)𝜓i(𝜅) + �̂�i(𝜅 − 1)2Δvi(𝜅)2) + 𝜆(vi(𝜅)2 − 2vi(𝜅)vi(𝜅 − 1) + vi(𝜅 − 1)2)
= 𝜓i(𝜅)2 − 2�̂�i(𝜅 − 1)𝜓i(𝜅)(vi(𝜅) − vi(𝜅 − 1)) + �̂�i(𝜅 − 1)2(vi(𝜅) − vi(𝜅 − 1))2

+ 𝜆(vi(𝜅)2 − 2vi(𝜅)vi(𝜅 − 1) + vi(𝜅 − 1)2)
= 𝜓i(𝜅)2 − 2�̂�i(𝜅 − 1)𝜓i(𝜅)vi(𝜅) + 2�̂�i(𝜅 − 1)𝜓i(𝜅)vi(𝜅 − 1)
+ �̂�i(𝜅 − 1)2(vi(𝜅)2 − 2vi(𝜅 − 1)vi(𝜅) + vi(𝜅 − 1)2) + 𝜆(vi(𝜅)2 − 2vi(𝜅)vi(𝜅 − 1) + vi(𝜅 − 1)2)
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10672 LIU et al.

then,

𝜕S2[vi(𝜅)]
𝜕vi(𝜅)

= −2�̂�i(𝜅 − 1)𝜓i(𝜅) + �̂�i(𝜅 − 1)2(2vi(𝜅) − 2vi(𝜅 − 1)) + 𝜆(2vi(𝜅) − 2vi(𝜅 − 1))

= −2�̂�i(𝜅 − 1)𝜓i(𝜅) + 2�̂�i(𝜅 − 1)2vi(𝜅) − 2�̂�i(𝜅 − 1)2vi(𝜅 − 1) + 2𝜆vi(𝜅) − 2𝜆vi(𝜅 − 1).
(17)

To minimize S2[vi(𝜅)], let 𝜕S2[vi(𝜅)]
𝜕vi(𝜅)

= 0, it can be obtained that

(�̂�i(𝜅 − 1)2 + 𝜆)(vi(𝜅) − vi(𝜅 − 1)) = �̂�i(𝜅 − 1)𝜓i(𝜅) (18)

vi(𝜅) = vi(𝜅 − 1) + �̂�i(𝜅 − 1)𝜓i(𝜅)
𝜆 + �̂�i(𝜅 − 1)2

.

Also, Equation (17) below is utilized to enhance the flexibility and generality of the distributed MFAC method:

vi(𝜅) = vi(𝜅 − 1) + 𝜌�̂�i(𝜅 − 1)𝜓i(𝜅)
𝜆 + �̂�i(𝜅 − 1)2

, (19)

where 𝜌 ∈ (0, 1] is a factor representing the step size.
Then, on account of the influence of DoS attacks, the ETMFAC method is introduced as below.

�̂�i(𝜅) =
⎧
⎪
⎨
⎪
⎩

�̂�i(𝜅 i
t), 𝜅

i
t < 𝜅 < 𝜅

i
t+1

�̂�i(𝜅 − 1) + 𝜂Δvi(𝜅−1)(rai(𝜅)−ri(𝜅−1)−�̂�i(𝜅−1)Δvi(𝜅−1))
𝜇+Δvi(𝜅−1)2

, 𝜅 = 𝜅
i
t
, (20)

vi(𝜅) =
⎧
⎪
⎨
⎪
⎩

vi(𝜅 i
t), 𝜅

i
t < 𝜅 < 𝜅

i
t+1

vi(𝜅 − 1) + 𝜌�̂�i(𝜅−1)
𝜆+�̂�i(𝜅−1)2

𝜓ai(𝜅), 𝜅 = 𝜅
i
t
. (21)

The designed controller can be expressed as Eq. (21). If the output of agent i satisfies the event-triggered condition
(5) at time 𝜅, the signal of the controller vi(𝜅) is updated as vi(𝜅 − 1) + 𝜌�̂�i(𝜅−1)

𝜆+�̂�i(𝜅−1)2
𝜓ai(𝜅). Otherwise, the signal at the last

event-triggered instant is utilized, that is, vi(𝜅) = vi(𝜅 i
t).

Remark 6. From Equation (20) and Equation (21) above, we can derive that the PPD estimation and the design
of the controller are dependent on the I/O signal of agents. Therefore, the ETMFAC approach is a data-driven
control method to solve the consensus tracking issue of MASs.

3 MAIN RESULTS

In this section, the convergence of the system tracking error will be demonstrated. First, the PPD estimation is
proved to be bounded and the boundedness of the output estimated error is verified in Theorem 1 by using the
Lyapunov stability theory. Then, the convergence of the tracking error is demonstrated in Theorem 2 on the basis
of Theorem 1.

Theorem 1. Based on Assumptions 1 and 2, for 0 < 𝛾 < 1, 0 < 1 − 4(1 + Qi)2 < 1, the PPD estimation �̂�i(𝜅)
and the output estimated error 𝜀i(𝜅) are bounded if the inequality holds as follows:

4Q2
i (ri(𝜅 i

t) − ri(𝜅))2 ≤ 𝛾(1 − 4(1 + Qi)2)(𝜀i(𝜅))2.

Proof. First, the proof of the boundness of �̂�i(𝜅) is given.
Consider the case where |Δvi(𝜅 − 1)| > 𝛼 or |𝜔i(𝜅)| > 𝛼, define 𝜔i(𝜅) as the error between �̂�i(𝜅) and 𝜔i(𝜅),

𝜔i(𝜅) = �̂�i(𝜅) − 𝜔i(𝜅).
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LIU et al. 10673

If 𝜅 i
t = 𝜅

i
t−1 + 1, there is no other time instants between 𝜅

i
t−1 and 𝜅

i
t . For 𝜅 = 𝜅

i
t , from Equation (10) and

Equation (20), one has

�̂�i(𝜅) = �̂�i(𝜅 − 1) + 𝜂Δvi(𝜅 − 1)
𝜇 + Δvi(𝜅 − 1)2

(𝛽i(𝜅 i
t)ri(𝜅 i

t) + (1 − 𝛽i(𝜅 i
t))ri(𝜅 i

t − 1)

− ri(𝜅 i
t − 1) − �̂�i(𝜅 − 1)Δvi(𝜅 − 1))

= �̂�i(𝜅 − 1) + 𝜂Δvi(𝜅 − 1)
𝜇 + Δvi(𝜅 − 1)2

𝛽i(𝜅 i
t)Δri(𝜅 i

t) −
𝜂Δvi(𝜅 − 1)2

𝜇 + Δvi(𝜅 − 1)2
�̂�i(𝜅 − 1)

= �̂�i(𝜅 − 1) + 𝜂Δvi(𝜅 − 1)
𝜇 + Δvi(𝜅 − 1)2

𝛽i(𝜅 i
t)Δri(𝜅 i

t) −
𝜂Δvi(𝜅 − 1)2

𝜇 + Δvi(𝜅 − 1)2
(𝜔i(𝜅 − 1) + 𝜔i(𝜅 − 1))

= �̂�i(𝜅 − 1) + 𝜂Δvi(𝜅 − 1)
𝜇 + Δvi(𝜅 − 1)2

(𝛽i(𝜅 i
t)Δri(𝜅 i

t) − 𝜔i(𝜅 − 1)Δvi(𝜅 − 1)) − 𝜂Δvi(𝜅 − 1)2

𝜇 + Δvi(𝜅 − 1)2
𝜔i(𝜅 − 1)

= �̂�i(𝜅 − 1) + 𝜂Δvi(𝜅 − 1)
𝜇 + Δvi(𝜅 − 1)2

(𝛽i(𝜅 i
t)Δri(𝜅 i

t) − Δri(𝜅)) −
𝜂Δvi(𝜅 − 1)2

𝜇 + Δvi(𝜅 − 1)2
𝜔i(𝜅 − 1).

(22)

Then, based on the definition of 𝜔i(𝜅), from Equation (22) it can be obtained that

𝜔i(𝜅) =
𝜂Δvi(𝜅 − 1)

𝜇 + Δvi(𝜅 − 1)2
(𝛽i(𝜅 i

t)Δri(𝜅 i
t) − Δri(𝜅)) −

𝜂Δvi(𝜅 − 1)2

𝜇 + Δvi(𝜅 − 1)2
𝜔i(𝜅 − 1) + �̂�i(𝜅 − 1) − 𝜔i(𝜅)

= − 𝜂Δvi(𝜅 − 1)2

𝜇 + Δvi(𝜅 − 1)2
𝜔i(𝜅 − 1) − 𝜔i(𝜅) +

𝜂Δvi(𝜅 − 1)
𝜇 + Δvi(𝜅 − 1)2

𝛽i(𝜅 i
t)Δri(𝜅 i

t) −
𝜂Δvi(𝜅 − 1)

𝜇 + Δvi(𝜅 − 1)2
Δri(𝜅) + �̂�i(𝜅 − 1)

= − 𝜂Δvi(𝜅 − 1)2

𝜇 + Δvi(𝜅 − 1)2
𝜔i(𝜅 − 1) − 𝜔i(𝜅) +

𝜂Δvi(𝜅 − 1)
𝜇 + Δvi(𝜅 − 1)2

𝛽i(𝜅 i
t)𝜔i(𝜅 i

t − 1)Δvi(𝜅 i
t − 1)

− 𝜂Δvi(𝜅 − 1)2

𝜇 + Δvi(𝜅 − 1)2
𝜔i(𝜅 − 1) + �̂�i(𝜅 − 1).

Since 𝜔i(𝜅 − 1) = �̂�i(𝜅 − 1) − 𝜔i(𝜅 − 1), one obtains

𝜔i(𝜅) = −
𝜂Δvi(𝜅 − 1)2

𝜇 + Δvi(𝜅 − 1)2
𝜔i(𝜅 − 1) − 𝜔i(𝜅) +

𝜂Δvi(𝜅 − 1)
𝜇 + Δvi(𝜅 − 1)2

𝛽i(𝜅 i
t)𝜔i(𝜅 i

t − 1)Δvi(𝜅 i
t − 1)

− 𝜂Δvi(𝜅 − 1)2

𝜇 + Δvi(𝜅 − 1)2
𝜔i(𝜅 − 1) + 𝜔i(𝜅 − 1) + 𝜔i(𝜅 − 1)

= (1 − 𝜂Δvi(𝜅 − 1)2

𝜇 + Δvi(𝜅 − 1)2
)𝜔i(𝜅 − 1) − 𝜔i(𝜅) +

𝜂Δvi(𝜅 − 1)
𝜇 + Δvi(𝜅 − 1)2

𝛽i(𝜅 i
t)𝜔i(𝜅 i

t − 1)Δvi(𝜅 i
t − 1)

+ (1 − 𝜂Δvi(𝜅 − 1)2

𝜇 + Δvi(𝜅 − 1)2
)𝜔i(𝜅 − 1).

(23)

According to Equation (23), take the absolute value of 𝜔i(𝜅), we can get

|
|𝜔i(𝜅)|| ≤

|
|
|
|
|
1 − 𝜂Δvi(𝜅 − 1)2

𝜇 + Δvi(𝜅 − 1)2
|
|
|
|
|

|
|𝜔i(𝜅 − 1)|| +

|
|
|
|
|
1 − 𝜂Δvi(𝜅 − 1)2

𝜇 + Δvi(𝜅 − 1)2
|
|
|
|
|
|𝜔i(𝜅 − 1)|

+
|
|
|
|

𝜂Δvi(𝜅 − 1)
𝜇 + Δvi(𝜅 − 1)2

|
|
|
|

|
|
|
𝛽i(𝜅 i

t)𝜔i(𝜅 i
t − 1)Δvi(𝜅 i

t − 1)||
|
+ |𝜔i(𝜅)|.

(24)

It can be obtained that the function 𝜂Δvi(𝜅−1)2

𝜇+Δvi(𝜅−1)2
is monotonically increasing forΔvi(𝜅 − 1)2. Since |Δvi(𝜅)| ≠

0 and |Δvi(𝜅 − 1)| > 𝛼, it can be derived that 𝜂Δvi(𝜅−1)2

𝜇+Δvi(𝜅−1)2
>

𝜂𝛼
2

𝜇+𝛼2 . When 0 < 𝜂 ≤ 1, 𝜇 ≥ 1, one has the inequality
as follows:

0 <

|
|
|
|
|
1 − 𝜂Δvi(𝜅 − 1)2

𝜇 + Δvi(𝜅 − 1)2
|
|
|
|
|
< 1 − 𝜂𝛼

2

𝜇 + 𝛼
2 ≜ m1 < 1. (25)
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10674 LIU et al.

In addition, one obtains

0 ≤
|
|
|
|

𝜂Δvi(𝜅 − 1)
𝜇 + Δvi(𝜅 − 1)2

|
|
|
|
<

𝜂Δvi(𝜅 − 1)
2Δvi(𝜅 − 1)

√
𝜇

= 𝜂

2
√
𝜇

≜ m2 < 1, (26)

where m1, m2 are constants. From Lemma 1, since |𝜔i(𝜅)| ≤ b, the inequality (24) can be transformed into

|
|𝜔i(𝜅)|| < m1||𝜔i(𝜅 − 1)|| + b +m1b +m2𝛽 ib𝛼

< m1(m1||𝜔i(k − 2)|| + b +m1b +m2𝛽 ib𝛼) + b +m1b +m2𝛽 ib𝛼
< ⋅ ⋅ ⋅

< m𝜅−1
1

|
|𝜔i(1)|| + (b +m1b +m2𝛽 ib𝛼)

1 −m𝜅−1
1

1 −m1

(27)

which implies 𝜔i(𝜅) is bounded, therefore, �̂�i(𝜅) is also bounded because of the boundedness of 𝜔i(𝜅).
If 𝜅

i
t ≥ 𝜅

i
t−1 + 2, for 𝜅

i
t−1 ≤ 𝜅 < 𝜅

i
t , from Equation (21) we have vi(𝜅 i

t − 1) = vi(𝜅 i
t − 2) ⋅ ⋅⋅ = vi(𝜅) =

⋅ ⋅ ⋅ = vi(𝜅 i
t−1 + 1) = vi(𝜅 i

t−1), then Δvi(𝜅 i
t − 1) = ⋅ ⋅ ⋅ = Δvi(𝜅) = ⋅ ⋅ ⋅ = Δvi(𝜅 i

t−1 + 1) = 0, and �̂�i(𝜅 i
t) = �̂�i

(𝜅 i
t − 1) = ⋅ ⋅ ⋅ = �̂�i(𝜅) = ⋅ ⋅ ⋅ = �̂�i(𝜅 i

t−1). Therefore, it can be derived that �̂�i(𝜅) is bounded for 𝜅 i
t−1 ≤ 𝜅 < 𝜅

i
t .

Also, considering |Δvi(𝜅 − 1)| ≤ 𝛼, or |𝜔i(𝜅)| ≤ 𝛼, according to the explanation after Equation (16), we
obtain �̂�i(𝜅) = �̂�i(1) and it is obvious that �̂�i(𝜅) is bounded.

Then, substitute the estimation value from Equation (7) into the output estimated error from Equation (6)
and combine Equation (2) in Lemma 1, one has

𝜀i(𝜅 + 1) = ri(𝜅 + 1) − r̂i(𝜅 + 1)
= ri(𝜅) + 𝜔i(𝜅)Δvi(𝜅) − r̂i(𝜅) − �̂�i(𝜅)Δvi(𝜅 i

t) − Qi(r̂i(𝜅) − ri(𝜅 i
t))

= ri(𝜅) − r̂i(𝜅) + Qiri(𝜅) − Qir̂i(𝜅) − Qiri(𝜅) + 𝜔i(𝜅)Δvi(𝜅)
− �̂�i(𝜅)Δvi(𝜅 i

t) − �̂�i(𝜅)Δvi(𝜅) + �̂�i(𝜅)Δvi(𝜅) + Qiri(𝜅 i
t)

= (1 + Qi)(ri(𝜅) − r̂i(𝜅)) + (𝜔i(𝜅) − �̂�i(𝜅))Δvi(𝜅)
+ �̂�i(𝜅)(Δvi(𝜅) − Δvi(𝜅 i

t)) + Qi(ri(𝜅 i
t) − ri(𝜅))

= (1 + Qi)𝜀i(𝜅) − 𝜔i(𝜅)Δvi(𝜅) + �̂�i(𝜅)(Δvi(𝜅) − Δvi(𝜅 i
t)) + Qi(ri(𝜅 i

t) − ri(𝜅)).

(28)

The following Lyapunov function is devised as below:

Vi(𝜅) = (𝜀i(𝜅))2 (29)

At the event-triggered instant, 𝜅 = 𝜅
i
t , one has Δvi(𝜅) − Δvi(𝜅 i

t) = 0, ri(𝜅 i
t) − ri(𝜅) = 0. From Equation (28)

one has:

𝜀i(𝜅 + 1) = (1 + Qi)𝜀i(𝜅) − 𝜔i(𝜅)Δvi(𝜅) (30)

then, combine Equation (29) and Equation (30), one has

ΔVi(𝜅 + 1) = Vi(𝜅 + 1) − Vi(𝜅)
= (𝜀i(𝜅 + 1))2 − (𝜀i(𝜅))2

=
[
(1 + Qi)𝜀i(𝜅) − 𝜔i(𝜅)Δvi(𝜅)

]2 − (𝜀i(𝜅))2

= (1 + Qi)2(𝜀i(𝜅))2 − 2(1 + Qi)𝜀i(𝜅)𝜔i(𝜅)Δvi(𝜅) + (𝜔i(𝜅))2(Δvi(𝜅))2 − (𝜀i(𝜅))2

≤ 2(1 + Qi)2(𝜀i(𝜅))2 + 2(𝜔i(𝜅))2(Δvi(𝜅))2 − (𝜀i(𝜅))2

= (2(1 + Qi)2 − 1)(𝜀i(𝜅))2 + 2(𝜔i(𝜅))2(Δvi(𝜅))2

(31)

since 𝜔i(𝜅) is bounded, and then 2(𝜔i(𝜅))2(Δvi(𝜅))2 is bounded.
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LIU et al. 10675

Moreover, define 𝜚i > 2(𝜔i(𝜅))2(Δvi(𝜅))2. If |𝜀i(𝜅)| >
√

𝜚i
1−2(1+Qi)2

= 𝜁i, ΔVi(𝜅 + 1) < 0, then 𝜀i(𝜅) is
bounded.

During the inter-event time interval, 𝜅 i
t < 𝜅 < 𝜅

i
t+1, according to Equation (28), one has

ΔVi(𝜅 + 1) =
[
(1 + Qi)𝜀i(𝜅) + 𝜔i(𝜅)Δvi(𝜅) + �̂�i(𝜅)𝜃i(𝜅) + Qi𝜌i(𝜅)

]2 − (𝜀i(𝜅))2, (32)

where 𝜃i(𝜅) = Δvi(𝜅) − Δvi(𝜅 i
t), 𝜌i(𝜅) = ri(𝜅 i

t) − ri(𝜅), assume that 𝜌i(𝜅) is bounded.
For real numbers x and y, it can be obtained that 2xy ≤ x2 + y2, then we have

2((1 + Qi)𝜀i(𝜅))Qi𝜌i(𝜅) ≤ ((1 + Qi)𝜀i(𝜅))2 + (Qi𝜌i(𝜅))2, (33)

2((1 + Qi)𝜀i(𝜅))𝜔i(𝜅)Δvi(𝜅) ≤ ((1 + Qi)𝜀i(𝜅))2 + (𝜔i(𝜅)Δvi(𝜅))2, (34)

2((1 + Qi)𝜀i(𝜅))�̂�i(𝜅)𝜃i(𝜅) ≤ ((1 + Qi)𝜀i(𝜅))2 + (�̂�i(𝜅)𝜃i(𝜅))2, (35)

2(Qi𝜌i(𝜅))𝜔i(𝜅)Δvi(𝜅) ≤ (Qi𝜌i(𝜅))2 + (𝜔i(𝜅)Δvi(𝜅))2, (36)

2(Qi𝜌i(𝜅))�̂�i(𝜅)𝜃i(𝜅) ≤ (Qi𝜌i(𝜅))2 + (�̂�i(𝜅)𝜃i(𝜅))2, (37)

2(𝜔i(𝜅)Δvi(𝜅))�̂�i(𝜅)𝜃i(𝜅) ≤ (𝜔i(𝜅)Δvi(𝜅))2 + (�̂�i(𝜅)𝜃i(𝜅))2. (38)

Substitute the inequalities (33)–(38) into Equation (32), one has

ΔVi(𝜅 + 1) ≤ 4((1 + Qi)𝜀i(𝜅))2 + 4Qi(𝜌i(𝜅))2 + 4(𝜔i(𝜅)Δvi(𝜅))2 + 4(�̂�i(𝜅)𝜃i(𝜅))2 − (𝜀i(𝜅))2

= 4(1 + Qi)2(𝜀i(𝜅))2 − (𝜀i(𝜅))2 + 4Q2
i (𝜌i(𝜅))2 + 4(𝜔i(𝜅))2(Δvi(𝜅))2 + 4(�̂�i(𝜅))2(𝜃i(𝜅))2

= (4(1 + Qi)2 − 1)(𝜀i(𝜅))2 + 4(�̂�i(𝜅))2(𝜃i(𝜅))2 + 4Q2
i (𝜌i(𝜅))2 + 4(𝜔i(𝜅))2(Δvi(𝜅))2

= (4(1 + Qi)2 − 1)(𝜀i(𝜅))2 + 4Q2
i (ri(𝜅 i

t) − ri(𝜅))2 + Ωi(𝜅),

(39)

where Ωi(𝜅) = 4(�̂�i(𝜅))2(𝜃i(𝜅))2 + 4(𝜔i(𝜅))2(Δvi(𝜅))2 and Ωi(𝜅) is bounded.
Moreover, there exists 0 < 𝛾 < 1, which satisfies

4Q2
i (ri(𝜅 i

t) − ri(𝜅))2 ≤ 𝛾(1 − 4(1 + Qi)2)(𝜀i(𝜅))2

then

|
|
|
ri(𝜅 i

t) − ri(𝜅)
|
|
|
≤

√
𝛾(1 − 4(1 + Qi)2)

2|Qi|
|𝜀i(𝜅)|. (40)

Furthermore, one can get

ΔVi(𝜅 + 1) ≤ (4(1 + Qi)2 − 1)(𝜀i(𝜅))2 + 𝛾(1 − 4(1 + Qi)2)(𝜀i(𝜅))2 + Ωi(𝜅)
= (𝛾 − 1)(1 − 4(1 + Qi)2)(𝜀i(𝜅))2 + Ωi(𝜅).

(41)

One has 0 < 1 − 4(1 + Qi)2 < 1 by choosing the proper parameter Qi, then from the inequality (41) one
obtains

Vi(𝜅 + 1) ≤ Vi(𝜅) + (𝛾 − 1)(1 − 4(1 + Qi)2)(𝜀i(𝜅))2 + Ωi(𝜅)
= ΦiVi(𝜅) + Ωi(𝜅)
≤ Φi(ΦiVi(𝜅 − 1) + Ωi(𝜅)) + Ωi(𝜅)
≤ ⋅ ⋅ ⋅

≤ Φ𝜅

i Vi(1) + (Φ𝜅−1
i + Φ𝜅−2

i + ⋅ ⋅ ⋅ + Φi + 1)Ωi(𝜅)

= Φ𝜅

i Vi(1) +
1 − Φ𝜅

i

1 − Φi
Ωi(𝜅),

(42)
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10676 LIU et al.

where Φi = 1 + (𝛾 − 1)(1 − 4(1 + Qi)2) and 0 < Φi < 1, therefore, Vi(𝜅 + 1) is bounded and it can be derived
that 𝜀i(𝜅) is also bounded. Then the proof of Theorem 1 is completed. ▪

In Theorem 1, the PPD estimation �̂�i(𝜅) and the output estimated error 𝜀i(𝜅) are verified to be bounded by taking two
cases into consideration. One case is at the event-triggered instant 𝜅 = 𝜅

i
t , the other is between the triggering interval,

that is, 𝜅 i
t < 𝜅 < 𝜅

i
t+1. In the next theorem, the tracking error oi(𝜅) = rd(𝜅) − ri(𝜅) is proved to be convergent based on

Theorem 1. Therefore, all the agents of the MAS can track the desired trajectory.

Theorem 2. If Assumptions 1 and 2 are satisfied, the desired trajectory rd(𝜅) is time-invariable and 0 <
b

2
√
𝜆

<

1, then the tracking error oi(𝜅) is convergent.

Proof. From Equation (4), the combined measurement error 𝜓i(𝜅) can be rewritten as follows:

𝜓i(𝜅) =
∑

j∈Ni(𝜅)
aj,i(𝜅)(oi(𝜅) − oj(𝜅)) + di(𝜅)oi(𝜅). (43)

Moreover, define the following column vectors:

õ(𝜅) = [o1(𝜅), o2(𝜅), … , oN(𝜅)]T

�̃�(𝜅) = [𝜓1(𝜅), 𝜓2(𝜅), … , 𝜓N(𝜅)]T

r̃(𝜅) = [r1(𝜅), r2(𝜅), … , rN(𝜅)]T

ṽ(𝜅) = [v1(𝜅), v2(𝜅), … , vN(𝜅)]T .

Then, from Equation (43) we have

�̃�(𝜅) = ((𝜅) +(𝜅))õ(𝜅) (44)

where(𝜅) and(𝜅) are introduced in the previous section.
Based on Equation (44), Equation (19) can be rewritten as

ṽ(𝜅) = ṽ(𝜅 − 1) + 𝜌F1(𝜅)�̃�(𝜅)
= ṽ(𝜅 − 1) + 𝜌F1(𝜅)((𝜅) +(𝜅))õ(𝜅)

(45)

where F1(𝜅) = diag( �̂�1(𝜅−1)
𝜆+�̂�1(𝜅−1)2

,
�̂�2(𝜅−1)

𝜆+�̂�2(𝜅−1)2
, … ,

�̂�N (𝜅−1)
𝜆+�̂�N (𝜅−1)2

).
Similarly, from Equation (2), we can obtain that

r̃(𝜅 + 1) = r̃(𝜅) + F2(𝜅)Δṽ(𝜅), (46)

where F2(𝜅) = diag(𝜔1(𝜅), 𝜔2(𝜅), … , 𝜔N(𝜅)), Δṽ(𝜅) = ṽ(𝜅) − ṽ(𝜅 − 1).
Since rd(𝜅) is time-invariable, combine Equation (45) and Equation (46) we have

õ(𝜅 + 1) = õ(𝜅) − 𝜌F1(𝜅)F2(𝜅)((𝜅) +(𝜅))õ(𝜅)
= (I − 𝜌F3(𝜅)((𝜅) +(𝜅)))õ(𝜅),

(47)

where F3(𝜅) = F1(𝜅)F2(𝜅) = diag(𝜔1(𝜅)�̂�1(𝜅−1)
𝜆+�̂�1(𝜅−1)2

,
𝜔2(𝜅)�̂�2(𝜅−1)
𝜆+�̂�2(𝜅−1)2

, … ,
𝜔N (𝜅)�̂�N (𝜅−1)
𝜆+�̂�N (𝜅−1)2

).
From Theorem 1, since �̂�i(𝜅) and 𝜔i(𝜅) are bounded for i = 1, 2, … ,N, we can derive that

0 <

𝜔i(𝜅)�̂�i(𝜅 − 1)
𝜆 + �̂�i(𝜅 − 1)2

≤
b�̂�i(𝜅 − 1)

2
√
𝜆|�̂�i(𝜅 − 1)|

≤
b

2
√
𝜆

< 1. (48)

From the Equation (47) and Equation (48), we can obtain that if ‖I − 𝜌F3(𝜅)((𝜅) +(𝜅))‖ < 1, then
lim𝜅→∞ ||õ(𝜅 + 1)|| = 0, that is, the tracking error o(𝜅) converges to 0.
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LIU et al. 10677

This completes the proof of Theorem 2. ▪

Remark 7. Different from References 11 and 12, in this article, an event-triggered mechanism is established
to solve the problem of the constraint of network bandwidth, and an attack compensation mechanism is
considered to mitigate the alleviate of DoS attacks. The tracking control problem investigated in this article is
influenced by both the event-triggered mechanism and DoS attacks. Moreover, unlike the method in Reference
32, the consensus control issue for data-driven MASs is investigated based on switching topologies rather than
fixed topologies.

4 SIMULATION EXAMPLE

This section provides a simulation example to illustrate the effectiveness of the ETMFAC consensus tracking strategy with
the attack compensation mechanism.

Consider a heterogeneous nonlinear MAS comprising four follower agents. Since the communication graphs of the
MAS switch among three states, the directed graphs of the system are chosen in  (𝜅) = {1, 2, 3} which are shown in
Figure 2. A random switching signal 𝛿(𝜅) is introduced that switches randomly from {1, 2, 3}, that is, one of the three
predefined topologies in Figure 2 is selected by using the signal function 𝛿(𝜅).

The desired trajectory is presented as:

rd(𝜅) =

{
2, 0 < 𝜅 < 400,

0.3, 400 ≤ 𝜅 < 800.

The dynamics of the four agents are given as follows:

r1(𝜅 + 1) = r1(𝜅)v1(𝜅)
1 + r1(𝜅)2

+ v1(𝜅),

r2(𝜅 + 1) = (r2(𝜅) + 0.05)v2(𝜅)
1 + r2(𝜅)3

+ 0.5v2(𝜅),

r3(𝜅 + 1) = r3(𝜅)v3(𝜅)
1 + r3(𝜅)2

+ 0.9v3(𝜅),

r4(𝜅 + 1) = r4(𝜅)v4(𝜅)
1 + r4(𝜅)3

+ 0.8v4(𝜅).

In this simulation example, the dynamics above are only utilized to generate the I/O data of agents rather than the specific
model in the proposed ETMFAC approach.

The initial values of the system are given as vi(1) = 0, �̂�i(1) = 2 and r1(1) = 0.4, r2(1) = 2.6, r3(1) = 3.3, r4(1) = 3.9.
Other parameters are chosen as 𝛼 = 10−5, 𝜂 = 1, 𝜌 = 0.3, 𝜆 = 0.85, 𝛾 = 0.5 and 𝛽i = 0.5. To make the simulation more
convenient, we define Qi = −0.500015.

The combined measurement error 𝜓i(𝜅) in Equation (3) can be obtained based on the selected communication
topology. Then, the PPD estimation value �̂�i(𝜅) and the system input vi(𝜅) can be derived based on Equation (16) and

F I G U R E 2 The communication topologies.
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10678 LIU et al.

(19). Furthermore, the tracking error oi(𝜅) is obtained combing system (1) and Equation (21). From the conclusion in
Theorem 2, since oi(𝜅) is bounded, the outputs of the four agents tend to overlap with the tracking trajectory rd(𝜅) over
time and the tracking errors can converge to 0.

The tracking performance for the desired trajectory subject to DoS attacks is shown in Figure 3, and the tracking
errors are illustrated in Figure 4. From Figure 3, we can obtain that although the output curves of each agent are initially
fluctuating, they can eventually coverage to the desired trajectory. From Figure 4, it can be derived that there exist large

F I G U R E 3 Tracking performance for the desired trajectory under DoS attacks.

F I G U R E 4 Consensus tracking errors for the desired trajectory under DoS attacks.
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LIU et al. 10679

deviations between the followers’ outputs and the desired output at first, then, the tracking errors reduce rapidly and
finally converge to 0. The stochastic switching signal 𝛿(𝜅) is shown in Figure 5. Moreover, the input signals of all agents
are presented in Figure 6, and Figure 7 presents the event-triggered instants of all agents. From Figures 6 and 7, it can be
obtained that as the input signal of the controller stabilizes, the system has fewer event-triggered instants.

F I G U R E 5 The stochastic switching signal of the three communication graphs.

F I G U R E 6 Input signals of all agents.
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10680 LIU et al.

F I G U R E 7 Event-triggered instants of all agents.

5 CONCLUSION

This article has studied the consensus tracking control for nonlinear MASs with switching topologies subject to DoS
attacks by using a proposed ETMFAC approach. First, the system model has been dynamically linearized on the basis of
PPD. Next, an event-triggered scheme has been adopted to address the problem of bandwidth limitation. Then, an attack
compensation mechanism has been given to reduce the impact of DoS attacks. Furthermore, the MFAC-based controller
has been designed without any information of the unknown model and only the I/O measurement of agents is required.
Finally, a simulation example has been provided to testify the validity of the developed ETMFAC approach.
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