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Reinforcement Learning-Based Tracking Control for
Networked Control Systems With DoS Attacks

Jinliang Liu , Yanhui Dong, Lijuan Zha , Xiangpeng Xie , Senior Member, IEEE, and Engang Tian

Abstract— This paper is concerned with the reinforcement
learning-based tracking control problem for a class of networked
systems subject to denial-of-service (DoS) attacks. Taking the
effects of DoS attacks into consideration, a novel value function
is proposed, which considers the cost of the control input, external
disturbance and tracking error. Then, using the structure of
the value function, the tracking Bellman equation and Hamilton
function are defined. By employing the Bellman optimality theory,
the optimal control strategy and the game algebraic Riccati
equation (GARE) are solved with the Hamilton function. Next,
the desired tracking performance is guaranteed as the solution of
the GARE is found. Furthermore, an attacks-based Q-learning
algorithm is projected to find the solution to the optimal tracking
problem without the system dynamics and the convergence of the
Q-learning algorithm is given. Finally, the F-404 aircraft engine
system is given to verify the effectiveness of the proposed control
strategy.

Index Terms— Discrete-time systems, cyber security, denial-of-
service (DoS) attacks, tracking control.

I. INTRODUCTION

OWING to the flexibility and reliability, networked control
systems (NCSs) have been widely applied in sensor

networks, smart transportation, industrial control, automatic
driving, water conservancy facilities and other fields [1],
[2]. Increasing research enthusiasm towards NCSs have been
witnessed in the past few decades [3], [4], [5]. In NCSs,
communication network facilitates the data exchange between
different physical components. However, due to the intrinsic
characteristic of wireless network, a series of network-induced
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phenomenon emerges, such as network security and con-
strained communication capabilities [6], [7], [8], [9], which
may affect the stability of NCSs. Hence, it is important to
design an efficacious security control scheme for ensuring the
stability of NCSs.

Because of the inherent fragility of communication network,
NCSs are facing many security threats from attackers, the
negative impacts of which may do destructiveness to NCSs and
can not be neglected. Fortunately, at present, numerous secure
control algorithms have been proposed and some important
results have been reported [10], [11], [12]. These existing
works are mainly focused on denial-of-service (DoS) attacks
and deception attacks [13]. DoS attacks try to block the
interconnection of communication modules, which will cause
data transmission failure or even let the system instability [14],
[15]. Deception attacks confuse the systems by injecting false
data into the transmission channel [16]. For NCSs, the real
time and accuracy of data are crucial to the performance
of state estimation and control. Therefore, many researchers
have begun to pay attention to the security of NCSs. For
example, the authors in [17] discussed the control problem
for stochastic NCSs under aperiodic DoS jamming attacks.
In [18], a resilient event-driven fuzzy controller was put
forward for nonlinear NCSs against non-periodic DoS attacks.
Moreover, Zhao et al. [19] provided an active security con-
trol approach for switched systems subject to asynchronous
DoS attacks. In [20], the event-based security control issue
was addressed for discrete-time NCSs under the influences
of deception attacks and DoS attacks. Different from the
above results, this paper applies a game-theoretic approach
to design a secure tracking control scheme, which is capable
of simultaneously resisting the influence of DoS attacks and
external disturbance [21], [22]. However, as far as we know,
limited works can be found on the topic of secure tracking
control problem using reinforcement learning (RL) technique.
In addition, NCSs are indeed impacted by unreliable communi-
cation and limited perception range in practical environments.
It is virtually unattainable to acquire the exact parameters of
NCSs. Therefore, we are committed to devising a security
control strategy without the precise system dynamics, which
is the impetus for our research.

As a potent machine learning technique, RL provides a
valid approach to address the optimization control problem
for complex NCSs [23], [24], [25], [26]. At the present
research phase, the RL technique has been adopted to tackle
the challenges in intelligent control scenarios characterized by
unknown system dynamics across various control domains,
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such as design robotic motion control [27], threshold attack
detection scheme [28], energy-efficient control [29] and track-
ing control of multiagent systems [30]. For instance, Xu et al.
investigated the security tracking control of heterogeneous
multi-agent systems under distributed DoS attacks by using
data-driven collaborative learning technique [31]. In [32],
the point-to-point consensus tracking control problem was
studied for multi-agent systems with completely unknown
dynamics. The authors in [33] developed a parallel track-
ing control optimization algorithm for fuzzy interconnected
systems. In [34], a model-free optimal control policy was
proposed for multi-rate sampled system via Q-Learning (QL)
framework. However, few results about optimal security con-
trol problem for NCSs have been published considering
exogenous interference and DoS attacks simultaneously by RL
technique, which is still a challenging issue.

This work presents an optimal tracking control mechanism
for discrete-time NCSs (DTNCSs) with complex external
disturbances and DoS attacks using RL method. The primary
contributions of the paper can be summarized below:

(1) Considering the complex external disturbances and DoS
attacks, an augmented system model is established, a new
Bellman equation and value function are proposed based
on the augmented model.

(2) Different from some previous research results, the influ-
ence of DoS attacks is considered in the GARE. The
existence and uniqueness of the solution to the GARE
are obtained while achieving the expected tracking
performance.

(3) An attacks-based QL algorithm is proposed to derive
the target controller gain and disturbance gain, which is
without the system dynamics. In addition, the convergence
of the algorithm is discussed.

II. PROBLEM FORMULATION

A. System Descriptions

Consider the DTNCSs as follows:{
xk+1 = Axk + Buk + Dωk

yk = Cxk
(1)

where xk ∈ Rn , yk ∈ Rp and uk ∈ Rq are the system state,
measurement output, and control input, respectively. ωk ∈ Rs

indicates the external disturbance; A, B, C and D are unknown
system matrices with suitable dimensions.

In Fig. 1, the diagram of DTNCSs subject to DoS attacks is
depicted. The communication channel between the controller
and actuator is connected via an unprotected network, which
is vulnerable to potential disruption from DoS attacks. Mean-
while, the opponent can eavesdrop on the transmission signal
and launch attacks at any time.

Assumption 1: (A, B) is controllable and (A, C) is
observable.

Assumption 2: [35] The transmission signal will be com-
pletely lost if the communication channel is under DoS attacks.

The primary aim of this work is to establish an optimal
tracking control strategy for DTNCSs (1) against DoS attacks

Fig. 1. Diagram of DTNCSs under DoS attacks.

such that a desired reference signal can be tracked by system
output.

The reference model is inferred as follows:

rk+1 = Frk (2)

where rk ∈ Rp is the reference signal.
Remark 1: It is worth noting that F in (2) does not need

to be a Hurwitz matrix, which can cover various kinds of
reference trajectories. Based on this consideration, the discount
factor can be introduced in the value function for the purpose
of guaranteeing the boundedness of the value function [36].

When the data transmission channel is normal, the controller
is designed as follows:

ud
k = K x̄k (3)

where x̄k =
[
xT

k r T
k

]T , K stands for the controller gain to be
devised.

Due to the openness characteristic of communication net-
work, the transmitted signal may be corrupted by DoS attacks,
which aims at blocking the communication channels. In this
paper, the occurrence of malicious DoS attacks is described
by the following stochastic variable:

αk =

{
0, if DoS attacks are active
1, otherwise.

(4)

In the presence of DoS attacks, the practical control input
uk is expressed as

uk = αkud
k (5)

where αk ∈ {0, 1} obeys the Bernoulli distribution with
Pr{αk = 1} = ᾱd , Pr{αk = 0} = 1− ᾱd in which ᾱd ∈ (0, 1].

From DTNCSs (1), the reference trajectory (2) and control
input (5), one can derive the augmented system as{

x̄k+1 = Āx̄k + B̄αkud
k + D̄ωk

ȳk = C̄ x̄k
(6)

where

Ā =

[
A 0
0 F

]
, B̄ =

[
B
0

]
, C̄T

=

[
CT

0

]
, D̄ =

[
D
0

]
.

Similar to the form of control signal ud
k , the disturbance ωk

is defined as

ωk = Lx̄k (7)
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where L is the disturbance gain, which will be designed in
the following.

Remark 2: The real control input shown in (5) is resultant
from the influence of the DoS attacks. Specifically, αk =

1 means the actuator successfully receives information from
the controller; Otherwise, the malignant DoS attacks occur and
the actual control input becomes zero.

Remark 3: In [36], a tracking control policy was presented
for DTNCSs with unknown dynamics and network-induced
dropout, where the impacts of the DoS attacks are not con-
sidered. Since potential destructions of the DoS attacks posed
by malicious adversary may results in the control signal inac-
cessible to the actuator, we make some improvements based
on [36]. In this paper, we aim to provide a new tracking control
method for DTNCSs subject to DoS attacks and exogenous
interference by RL method.

B. Problem Formulation

In this paper, the RL-based secure tracking control strategy
is put forward for DTNCSs (1) against DoS attacks. Prior to
proceeding, the following design objective can be given:

1. A control scheme will be designed to make the output
of the system (1) track the reference model (2), that is, the
tracking error ek = yk − rk is bounded under the designed
control scheme.

2. The following condition is satisfied:

E

{
∞∑

i=k

ϕi−k
[eT

i Qei + uT
i Rui ]

}
≤ γ 2 E

{
∞∑

i=k

ϕi−kωT
i ωi

}
(8)

for all ωk ∈ L2[0, ∞). Besides, ϕ ∈ (0, 1) is the discount
factor, γ > 0 denotes H∞ tracking performance level and
Q ≥ 0, R > 0 are known weighting matrices.

To achieve the goal, value function is defined as

V (x̄k) = E

{
∞∑

i=k

ϕi−k J (ei , ud
i , ωi ; γ )

}
(9)

where J (·) serves as the utility function with the following
form:

J (ei , ud
i , ωi ; γ ) = eT

i Qei + αi ud
i

T
Rud

i − γ 2ωT
i ωi . (10)

According to [37], regarding the control signal ud
k and dis-

turbance ωk as two players, the H∞ tracking control problem
in the article can be seen as zero-sum game problem. Then,
we are committed to solving a minmax problem under DoS
attacks as

V ∗(x̄k) = min
ud

i(i≥k)

max
ωi(i≥k)

V (x̄k)

= min
ud

i(i≥k)

max
ωi(i≥k)

E

{
∞∑

i=k

ϕi−k J (ei , ud
i , ωi ; γ )

}

= min
ud

i(i≥k)

max
ωi(i≥k)

E
{ ∞∑

i=k

ϕi−k
[x̄T

i Q̄x̄i

+ αi ud
i

T
Rud

i − γ 2ωT
i ωi ]

}
(11)

where V ∗(x̄k) represents the optimal value function and

Q̄ =

[
CT QC −CT Q
−QC Q

]
.

Remark 4: The value function in (11) is dependent on the
control action player and the disturbance. The former aims
to minimize the value function, whereas the latter tries to
increase the value function. The control strategy is to find an
optimal sequence (ud∗

k , ω∗

k ) which makes the value function
minimization.

Using the expression of Q̄, the value function in (9) is
rewritten as

V (x̄k) = x̄T
k Q̄x̄k + ᾱdud

k
T

Rud
k − γ 2ωT

k ωk

+ E


∞∑

i=k+1

ϕi−k
[x̄T

i Q̄x̄i + αi ud
i

T
Rud

i − γ 2ωT
i ωi ]


(12)

then the Bellman equation is defined as

V (x̄k) = E
{

x̄T
k Q̄x̄k + αkud

k
T

Rud
k − γ 2ωT

k ωk
}

+ ϕV (x̄k+1).

(13)

Similar to [38], the value function (12) has the quadratic
form

V (x̄k) = E
{

x̄T
k Px̄k

}
(14)

with P = PT > 0 being some matrix.
Combining the formulas (13) and (14), we can get

E
{

x̄T
k Px̄k

}
=E

{
x̄T

k Q̄x̄k +αkud
k

T
Rud

k −γ 2ωT
k ωk +ϕV (x̄k+1)

}
.

(15)

Remark 5: Note that many existing available tracking con-
trol approaches have been provided based on QL algorithm
for different systems on the premise of reliable communication
channel, which is unrealistic in some cases. In case of the DoS
attacks, the above methods are not applicable. In light of this,
we try to address the security tracking controller design for
DTNCSs via the QL algorithm, which is still challenging at
the current research stage.

III. MAIN RESULTS

In this section, the optimal tracking control strategy will be
derived, which is rely on the solution to GARE. Besides, the
existence of the solution to GARE is discussed. Subsequently,
the boundedness of tracking error is analyzed.

A. Optimal Tracking Controller Design

In what follows, Theorem 1 is utilized to derive the optimal
controller gain K and disturbance gain L .

Theorem 1: Considering the value function in (14), the
optimal controller gain K as well as worst disturbance gain L
are designed as

K = (M11 − M12(M22)
−1 M21)

−1
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× (M12(M22)
−1ϕ D̄T P Ā − ϕ B̄T P Ā)

L = (M22 − M21(M11)
−1 M12)

−1

× (M21(M11)
−1ϕ B̄T P Ā − ϕ D̄T P Ā) (16)

and optimal kernel matrix P is a solution of the following
GARE:

P = ϕ ĀT P Ā + Q̄ − ϕ2 [
ĀT P B̄ ĀT P D̄

]
×

[
βM11 M12
βM21 M22

]−1 [
B̄T P Ā
D̄T P Ā

]
(17)

where M11 = R + ϕ B̄T P B̄, M12 = ϕ B̄T P D̄, M21 =

ᾱdϕ D̄T P B̄, M22 = ϕ D̄T P D̄ − γ 2 I , β =
1
ᾱd

.
Proof: On the basis of Bellman optimality theory, the

minmax problem expressed in formula (11) can be turned into
dealing with the following Hamilton-Jacobi-Isaacs equation:

min
ud

k ∈A1(�1,k )
max

ωk∈A2(�2,k )
H(x̄k, ud

k , ωk) = 0 (18)

where A1(�1,k) and A2(�2,k) denote the sets of all
acceptable control mechanisms and disturbance policies over
�1,k and �2,k , respectively. Besides, the Hamilton function
H(x̄k, ud

k , ωk) is defined as

H(x̄k, ud
k , ωk) = E {J (x̄k, uk, ωk; γ )} + ϕV (x̄k+1) − V (x̄k)

= x̄T
k Q̄x̄k + ᾱdud

k
T

Rud
k − γ 2ωT

k ωk

+ E
{
ϕ x̄T

k+1 Px̄k+1

}
− E

{
x̄T

k Px̄k

}
. (19)

From the method adopted in [37], according to
∂ H(x̄k, uk, ωk)/∂ud

k = 0 and ∂ H(x̄k, uk, ωk)/∂ωk = 0,
it is not difficult to derive

(R + ϕ B̄T P B̄)ud
k + ϕ B̄T P Āx̄k + ϕ B̄T P D̄ωk = 0

ᾱdϕ D̄T P B̄ud
k + ϕ D̄T P Āx̄k + (ϕ D̄T P D̄ − γ 2 I )ωk = 0.

(20)

Besides, ∂2 H(x̄k, uk, ωk)/∂
2ud

k > 0 and
∂2 H(x̄k, uk, ωk)/∂

2ωk < 0 should be hold, that is, the
following inequalities are satisfied

R + B̄T P B̄ > 0

− γ 2 I + D̄T P D̄ < 0 (21)

Then, (20) can be rewritten as

M11ud
k + M12ωk = −ϕ B̄T P Āx̄k

M21ud
k + M22ωk = −ϕ D̄T P Āx̄k (22)

Utilizing the condition (22), the following optimal control
and worst disturbance policies are acquired:

ud
k = (M11 − M12(M22)

−1 M21)
−1

× (M12 M22
−1ϕ D̄T P Ā − ϕ B̄T P Ā)x̄k

ωk = (M22 − M21(M11)
−1 M12)

−1

× (M21 M11
−1ϕ B̄T P Ā − ϕ D̄T P Ā)x̄k . (23)

According to (3) and (7), the gain matrices K and L in (16)
are readily derived. By substituting (6) into (15), it can be
deduced that

x̄T
k Px̄k = x̄T

k Q̄x̄k + ᾱdud
k

T
Rud

k − γ 2ωT
k ωk

+ ϕE{x̄T
k+1 Px̄k+1}

= x̄T
k (Q̄ + ϕ ĀT P Ā)x̄k + ᾱdϕ x̄T

k ĀT P B̄ud
k

+ ᾱdudT

k (M11ud
k + M12ωk + ϕ B̄T P Āx̄k)

+ ωT
k (M21ud

k + M22ωk + ϕ D̄T P Āx̄k)

+ ϕ x̄T
k ĀT P D̄ωk . (24)

On the ground of (22), the formula (24) is developed as

x̄T
k Px̄k = x̄T

k (Q̄ + ϕ ĀT P Ā)x̄k

+ ϕ x̄T
k

[
ĀT P B̄ ĀT P D̄

] [
ᾱdud

k
ωk

]
. (25)

In light of matrix theory, (22) can be rewritten as follows:[
ᾱdud

k
ωk

]
= −ϕ

[
βM11 M12
βM21 M22

]−1 [
B̄T P Ā
D̄T P Ā

]
x̄k . (26)

Under the combination of (25) and (26), the following result
is elicited:

x̄T
k Px̄k = x̄T

k

(
ϕ ĀT P Ā + Q̄ − ϕ2 [

ĀT P B̄ ĀT P D̄
]

×

[
βM11 M12
βM21 M22

]−1 [
B̄T P Ā
D̄T P Ā

] )
x̄k . (27)

Obviously, the GARE (17) can be obtained. The proof of
Theorem 1 is completed. ■

It has been summarized from (23) that the optimal controller
gain will be obtained if solution P exists. In addition, the DoS
attacks will affect the existence of P , so it is of significance
to analyze the existence of solution.

B. Existence of the Solution to Riccati Equation

In this subsection, by using the general iterative method,
the existence of the solution for GARE (17) is discussed.
It is worth noting that the direct analysis of the solution
for GARE (17) is not feasible. Therefore, we firstly define
a function as follows:

F(X) = ϕ ĀT X Ā + Q̄ − ϕ2 [
ĀT X B̄ ĀT X D̄

]
×

[
β M̄11 M̄12
β M̄21 M̄22

]−1 [
B̄T X Ā
D̄T X Ā

]
Fk(X) = F(Fk−1(X)) (28)

where M̄11 = R + ϕ B̄T X B̄, M̄12 = ϕ B̄T X D̄, M̄21 =

ᾱdϕ D̄T X B̄ and M̄22 = ϕ D̄T X D̄ − γ 2 I . Fk(X) denotes the
kth iteration of F(X).

It is noteworthy that F(X) is defined based on the right
side of (17). If we are capable to prove that F(X) converges
to X , the existence of the unique solution to GARE (17) will
be guaranteed. Before analyzing the convergence of F(X), the
following lemma [37] is necessary.

Lemma 1: Define

F̃(X, K , L) = Q̄ + ᾱd K T RK + ϕ( Ā + ᾱd B̄K + D̄L)T

× X ( Ā + ᾱd B̄K + D̄L) − γ 2LT L

+ ϕᾱd(1 − ᾱd)K T B̄T X B̄K

F̃k(X, K , L) = F̃(F̃k−1(X), K , L). (29)
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If there is a matrix X⃗ ≥ 0 that satisfies X⃗ ≥ F̃(X⃗ , K , L), then
limk→∞F̃k(X0, K , L) = X∗ for ∀X0 ≥ 0.

Proof: Note that F̃(X, K , L) is equivalent to F(X).
According to the expression (29), the following two cases
are conducted to prove that F̃(X, K , L) is a monotonically
increasing function with regard to the variable X and has an
upper bound.

Case 1. Initial value X0 = 0. Then, Xk = F̃k(0, K , L).
According to the increment of function F̃k(X, K , L), the

monotonically increasing sequence Xk is derived, that is

X1 ≤ X2 ≤ · · · ≤ Xk .

Then, combining the condition X⃗ ≥ F̃(X⃗ , K , L) and the
property of function F̃k(X, K , L), the following sequence can
be acquired:

F̃k(X⃗ , K , L) ≤ · · · ≤ F̃(X⃗ , K , L) ≤ X⃗ .

In addition, one can derive

Xk ≤ F̃k(X⃗ , K , L) ≤ X⃗

which indicates that Xk converges to X⃗ .
Case 2. When the initial condition X0 ≥ 0, there exists

δ > 0 satisfying X∗
≥ δX0 ≥ 0, which implies the following

inequality holds:

F̃k(0, K , L) ≤ F̃k(δX0, K , L) ≤ F̃k(X∗, K , L) ≤ X∗

thus, limk→∞ F̃k(δX0, K , L) = X∗ can be obtained.
Based on the structure of (29), we can further get

F̃k(δX0, K , L) − F̃k(0, K , L)

= δ(F̃k(X0, K , L) − F̃k(0, K , L))

which implies

lim
k→∞

F̃k(X0, K , L) = X∗.

The proof of Lemma 1 is completed now. ■
By applying Lemma 1, we can derive the following theorem

which shows there exists only one solution to (17).
Theorem 2: If there exists a matrix X⃗ ≥ 0 such that X⃗ ≥

F(X⃗) holds, the following two conditions are satisfied:

• F(X) = X only has one solution X∗,
• limk→∞ Fk(X0) = X∗ for ∀X0 ≥ 0.

Proof: Since F(X⃗1) = F̃(X⃗1, K , L) ≤ F̃(X⃗2, K , L) =

F(X⃗2) holds for any X⃗1 ≤ X⃗2, we can get that F(X) increases
monotonically with variable X . From Lemma 1, it can be got
that limk→∞ Fk(X0) = X∗ for ∀X0 ≥ 0. Note that F(X)

is equivalent to the right of (17), thus, there exists only one
matrix X > 0 such that F(X) = X . The proof is completed.

■

C. Stability Analysis

Theorem 3 is provided to analyze the boundedness of
tracking error ek .

Theorem 3: Consider the augmented system (6) without
external disturbance. For known scalars ᾱd , the proposed
control strategy ud

k can stochastically stabilize ēk = ϕk/2ek

under the impact of DoS attacks. Then, the boundedness of
tracking error ek is further obtained.

Proof: Define an auxiliary state vector x̂k = ϕk/2 x̄k .
Owing to ek = [C − I ]x̄k and [C − I ] ̸= 0, it is easy
to get that ēk goes to zero if x̂k goes to zero. In the following,
it is illustrated that x̂k and ēk can converge to zero when k
goes to infinity.

Choose the Lyapunov function as

V (x̂k) = E
{

x̂T
k Px̂k

}
(30)

where P is the solution of GARE (17).
When ωk = 0, P and ud

k can be calculated as [38]

P = Q̄ + ϕ ĀT P Ā − ᾱdϕ2 ĀT P B̄(R + ϕ B̄T P B̄)−1 B̄T P Ā

ud
k = −ϕ(R + ϕ B̄T P B̄)−1 B̄T P Āx̄k . (31)

Let 1V (k) = V (x̂k+1) − V (x̂k), according to (30), 1V (k)

is represented by

1V (k) = E
{

x̂T
k+1 Px̂k+1

}
− E

{
x̂T

k Px̂k

}
(32)

with

x̂k+1 = ϕ1/2( Ā + αk B̄K )x̂k . (33)

Using (33), the equation (32) is rewritten as

1V (k)

= E
{
ϕ x̂T

k ( Ā + αk B̄K )T P( Ā + αk B̄K )x̂k − x̂T
k Px̂k

}
= x̂T

k [ϕ ĀT P Ā + ᾱdϕ ĀT P B̄K + ᾱdϕK T B̄T P Ā

+ ᾱdϕK T B̄T P B̄K − P]x̂k . (34)

According to the formulas (3) and (31), one has

K = −ϕ(R + ϕ B̄T P B̄)−1 B̄T P Ā

P = Q̄ + ϕ ĀT P Ā + ᾱdϕ ĀT P B̄K . (35)

By substituting (35) into (34), the following result can be
acquired:

1V (k) = x̂T
k [ᾱdϕ(K T B̄T P Ā + K T B̄T P B̄K ) − Q̄]x̂k

= x̂T
k [−ᾱd K T (R + ϕ B̄T P B̄)K

+ ᾱdϕK T B̄T P B̄K − Q̄]x̂k

= x̂T
k (−Q̄ − ᾱd K T RK )x̂k < 0 (36)

Thus, the stochastica stability of ēk is guaranteed when
ωk = 0. Furthermore, the tracking error ek is bounded under
the proposed control strategy. ■

IV. RL-BOOSTED MODEL-FREE CONTROL STRATEGY

The above results are mainly developed with completely
known knowledge of system dynamics. Next, the QL method
is introduced to derive a model-free control strategy, which no
longer requires known system dynamics.

Recalling the equation (15), the H∞ tracking Q-function is
given as

Q(x̄k, ud
k , ωk) = E

{
x̄T

k Q̄x̄k + αkud
k

T
Rud

k − γ 2ωT
k ωk

}
+ E{ϕ x̄T

k+1 Px̄k+1}. (37)
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Combining (6) and (37), the expression (37) can be devel-
oped as follows:

Q(x̄k, ud
k , ωk) =

 x̄k
ud

k
ωk

T  N11 ᾱd N12 N13
ᾱd N21 ᾱd N22 ᾱd N23

N31 N32 N33

  x̄k
ud

k
ωk


=

 x̄k
ud

k
ωk

T

N

 x̄k
ud

k
ωk

 (38)

where

N11 = Q̄ + ϕ ĀT P Ā ∈ Rn×n

N12 = ϕ ĀT P B̄ ∈ Rn×q

N13 = ϕ ĀT P D̄ ∈ Rn×s

N21 = ϕ B̄T P Ā ∈ Rq×n

N22 = R + ϕ B̄T P B̄ ∈ Rq×q

N23 = ϕ B̄T P D̄ ∈ Rq×s

N31 = ϕ D̄T P Ā ∈ Rs×n

N32 = ᾱdϕ D̄T P B̄ ∈ Rs×q

N33 = ϕ D̄T P D̄ − γ 2 I ∈ Rs×s .

Based on the Q-function (37), we transform the tracking
control problem into solving the following minmax problem:

Q∗(x̄k, ud
k , ωk) = min

ud
k ∈A1(�1,k )

max
ωk∈A2(�2,k )

Q(x̄k, ud
k , ωk). (39)

In virtue of ∂ Q(x̄k ,ud
k ,ωk )

∂ud
k

= 0 and ∂ Q(x̄k ,ud
k ,ωk )

∂ωk
= 0, the

following gains K ∗ and L∗ can be derived:

K = (N22 − N23(N33)
−1 N32)

−1

× (N23(N33)
−1 N31 − N21)

L = (N33 − N32(N22)
−1 N23)

−1

× (N32(N22)
−1 N21 − N31). (40)

For convenience, define 4k =
[
x̄T

k udT
k ωT

k

]T . Then, the
condition (38) is rewritten as

Q(x̄k, ud
k , ωk) = 4T

k N4k . (41)

Referring to the equation (13), the Q-function Bellman
equation is given by

4T
k N4k = E

{
x̄T

k Q̄x̄k + αkud
k

T
Rud

k − γ 2ωT
k ωk

}
+ ϕ4T

k+1 N4k+1. (42)

Define 4̄k = 4T
k ⊗ 4k , (42) is presented as

4̄k V ec(N ) = E
{

x̄T
k Q̄x̄k + αkud

k
T

Rud
k − γ 2ωT

k ωk

}
+ ϕ4̄k+1V ec(N ) (43)

where V ec(N ) = [n11, 2n12, . . . , 2n1l , n22, 2n23, . . . , 2n2l ,

. . . , nll ]
T , ni j corresponds to the element in i th row and j th

column, i, j = 1, . . . , l, l = n + p + q + s.
The least-squares (LS) approach is used to obtain matrix

N [39]. Because N ∈ Rl×l is a symmetric matrix, at least
l × l/2 data are needed to calculate (43).

Algorithm 1
procedure SYSTEM INITIALIZATION:

Start with N 0
≥ 0, u0

k , ω0
k , a small positive δ and i = 0.

procedure REPEAT:
1. Policy Evaluation: Employ LS to solve N i+1

4T
k N i+14k = E

{
x̄T

k Q̄x̄k + αk(ud
k )i T

R(ud
k )i

− γ 2ωi
k

T
ωi

k

}
+ ϕ4T

k+1 N i4k+1. (44)

2. Policy Improvement: Update the gains K and L using
N i+1

K i+1
= (N i+1

22 − N i+1
23 N i+1

33
−1

N i+1
32 )−1

× (N i+1
23 N i+1

33
−1

N i+1
31 − N i+1

21 )

L i+1
= (N i+1

33 − N i+1
32 N i+1

22
−1

N i+1
23 )−1

× (N i+1
32 N i+1

22
−1

N i+1
21 − N i+1

31 ). (45)

3. Stop
if |K i+1

− K i
| ≤ δ and |L i+1

− L i
| ≤ δ then

Output the N i+1, control policy ud
k and disturbance

ωk .
else

i = i + 1 and return step 1.

Next, Algorithm 1 is proposed to learn matrix N online
and obtain the optimal tracking controller. The convergence
analysis will be given in next theorem.

It is notable that uk and ωk depends on x̄k only, which
will result in LS approach to be infeasible. Then, the probing
noises pk and qk need to be added in ud

k and ωk to ensure
Algorithm 1 is solvable separately, that is, ud

k = K x̄k + pk
and ωk = Lx̄k + qk . And the invertibility of 4T

k 4k can be
proved [40].

Remark 6: The probing noises pk and qk introduced in
control input and external disturbance are inspired by the
recent work in [40], which can assure the condition of policy
evaluation. In fact, the choice of probing noises is not a key
issue in the research. The sinusoidal function and exponential
attenuation function are often used as the probing noises in
many literatures. In addition, the probing noise will not have
any impact on the estimation of Q-function.

In order to prove the Theorem 4, Lemma 2 is needed.
Lemma 2: [41] In Algorithm 1, iterating N i and iterating

P i are equivalent.
Theorem 4: If the GARE (17) is solvable, then N i in

Algorithm 1 converges to optimal value N∗ within error δ.
Moreover, target gains K ∗ and L∗ are designed.

Proof: Inspired by [41], P and N are expressed as

P =
[
I K T LT ]

N

 I
K
L

 (46)

which further means

N =

Q̄
ᾱd R

−γ 2 I
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+ ϕE


 ĀT

αk B̄T

D̄T

 P
[
Ā αk B̄ D̄

] (47)

Recalling (40), ud
k and ωk can be written as

ud
k = (N22 − N23 N−1

33 N32)
−1

× (N23 N−1
33 N31 − N21)x̄k

ωk = (N33−N32 N−1
22 N23)

−1
×(N32 N−1

22 N21−N31)x̄k . (48)

Therefore, if the matrix N can be calculated through
Algorithm 1, the desired control strategy will be obtained
without the system dynamics.

Lemma 2 means that whether N i converges or not is decided
by the convergence of P i . Besides, the existence of the optimal
solution is proved in Theorem 2. Thus, the convergence of N i

can be guaranteed and the gains K , L will be solved. So far,
all proofs have been completed. ■

Remark 7: In this paper, the optimal tracking control prob-
lem is addressed for linear system (1) under DoS attacks by
RL-learning method. Noted that the nonlinear systems with
input constraints can also be tackled by RL-learning method,
some related works have been published, see [26] for example.

Remark 8: It should be clarified that Q-learning is a clas-
sic reinforcement learning algorithm, which can be applied
without requirements of the knowledge of system dynamics.
Q-learning has been widely used to solve the optimal control
problems owing to its advantages in model-free learning and
off-policy learning [25], [26].

Remark 9: Note that the parameter γ in Eq. (8) is given
a priori, which is often specified in real-world applications.
For known scalars ᾱd and γ and given δ, the gains K in (3)
and L in (7) can be obtained according to Algorithm 1. The
optimal performance can be obtained by solving the following
optimization problem:

min
ᾱd ,δ

γ (49)

subject to (44), Then K and L can be derived.

V. SIMULATION EXAMPLE

In this section, an F-404 aircraft engine system (FACS) is
given to prove the correctness of the control strategy. Referring
to [42] and [43], the parameter of FACS is presented as

A =

1.4600 0 2.4280
0.1643 −0.4000 −0.3788
0.3107 0 −2.2300

 .

Then, the nominal system (1) is discretized as follows:

xk+1 =

1.1612 0 0.2353
0.0168 0.9608 −0.0314
0.0307 0 0.8036

 xk

+

 0.0356
−0.0050
0.2693

 uk +

 0
0.0980

0

 ωk

yk =
[
1 1 0

]
xk .

In the experiment, the parameters are given as Q = 100,
R = 0.1, ϕ = e−0.1, ᾱd = 0.8, and the H∞ tracking
performance index γ = 8.

The solution P of the GARE (17) is obtained via the method
in Theorem 1:

P =


177.4124 165.1484 12.0807 − 167.5431
165.1484 155.6609 9.5620 − 157.5961
12.0807 9.5620 2.3596 − 10.0188

−167.5431 − 157.5961 − 10.0188 159.6466

.

Based on the above mentioned solution, the corresponding
controller gain K ∗ and disturbance gain L∗ are deduced as

K ∗
=

[
−15.8434 −11.3470 −4.0336 12.1123

]
L∗

=
[
0.1379 0.1131 0.0239 −0.1178

]
.

Then, when the system dynamics are unknown, Algorithm 1
is used to design the optimal controller. Consider the following
external disturbance:

ωk = 7 cos(0.4k)rand()

where rand() is used to generate a random number in (0, 1).
To highlight the proposed algorithm, the initial system state,
initial controller gain and disturbance gain are selected as x̄0 =[
1 0 0

]T , K0 =
[
−3 0 0 3

]
, L0 =

[
−3 0 0 3

]
, respectively.

And initial matrix N0 is an identity matrix with appropriate
dimension. Upon termination of the Algorithm 1, the matrix
N ultimately converges to

[
N̄1 N̄2

]
, where N1 and N2 are

represented by

N̄1 =


323.0708 269.4763 49.3364
269.4763 231.0573 36.2204
49.3364 36.2204 11.8816

−278.5858 −236.8240 −38.4471
9.3246 6.6742 2.3806

17.2911 13.3714 3.6955



N̄2 =


−278.5858 9.3246 17.2911
−236.8240 6.6742 13.3714
−38.4471 2.3806 3.6955
245.0381 −7.1189 −13.9597
−7.1189 0.5942 0.6809
−13.9597 0.6809 −62.6358


which can be applied to obtain the controller gain K and
disturbance gain L as follows:

K =
[
−15.8070 −11.3305 −4.0238 12.0803

]
L =

[
0.1042 0.0903 0.0153 −0.0915

]
.

In the following, two cases are employed to demonstrate
tracking performance and the correctness of the designed
results.

Case 1. In this case, tracking trajectory is taken as

rk = 3 sin(0.03k).

Under the utilization of QL algorithm, the relative results
are depicted in Figs. 2 and 3. In Fig. 2, the curves of system
output yk and reference signal rk are displayed in the presence
of DoS attacks. Moreover, Fig. 3 plots the response of tracking
error ek under the devised security control scheme. It is not
difficult to observe that the system output can effectively track
the reference signal even though the malicious DoS attacks
are randomly activated during the whole simulation process.
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Fig. 2. The responses of yk and rk in Case 1.

Fig. 3. Tracking error ek in Case 1.

Fig. 4. The responses of yk and rk in Case 2.

Hence, the feasibility of the proposed tracking control strategy
is validated according to the aforesaid contents.

Case 2. In this case, the tracking trajectory is selected as

rk =


−1, 0 ≤ k < 100
3, 100 ≤ k < 200
7, k ≥ 200.

In Case 1, the reference trajectory of sine function trend
has been verified. In the following, we discuss the case where

Fig. 5. Tracking error ek in Case 2.

Fig. 6. The errors of K and L between optimal and calculated values.

the reference trajectory is a linear piecewise function. It is
apparently witnessed from Figs. 4 and 5 that the reference
model with piecewise form can be excellently tracked by
output signal yk . Fig. 6 shows the error between optimal
controller gain K ∗ and computed gain K as well as the error
between worst disturbance gain L∗ and computed L matrices,
respectively. Obviously, the optimal controller gain can be
derived after 9 iterations. On basis of these consequences, the
validity of the presented QL algorithm can also be verified.

VI. CONCLUSION

In this paper, the RL-assisted security tracking control
scheme is put forward for DTNCSs against DoS attacks.
Considering the impact of DoS attacks, a particular value func-
tion is proposed to comprehensively reflect the control input,
external disturbance and tracking error. Based on augmented
system, the tracking Bellman equation and the attacks-based
GARE have been obtained. In addition, the existence of
optimal solution under DoS attacks can be ensured. Besides,
a QL algorithm has been provided to deal with the discrete-
time zero-sum game problem without any system dynamics,
and the convergence of the QL algorithm is proved. In the
end, the simulation results of FACS demonstrate the prac-
ticability of the devised security tracking control strategy.
Future work will focus on enhancing the security of NCSs,
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enabling them to withstand not only DoS attacks but also other
potential network attacks such as false data injection attacks
and deception attacks. Additionally, we will further investigate
the RL-boosted security control problem for nonlinear NCSs
with input constraints.
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