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Abstract—This article studies the distributed fusion estima-
tion (DFE) issue for networked multi-sensor systems (NMSSs)
with stochastic uncertainties, bandwidth-constrained network and
energy-constrained denial-of-service (DoS) attacks. The stochastic
uncertainties reflected in both the state and measurement models
are characterized by multiplicative noises. For reducing the com-
munication burden, local estimation signals are subject to dimen-
sionality reduction processing. And the improved Round-Robin
(RR) protocol is used on the channels from local estimators to the
fusion estimator. To reflect the actual situation, the dimensionality
reduction strategy is designed from the defender’s point of view
in the sense of minimum fusion error covariance (FEC). And the
attack strategy is designed from the attacker’s point of view in the
sense of maximum FEC. Then, based on a compensation model,
a recursive distributed Kalman fusion estimation algorithm (DK-
FEA) is proposed. The stability conditions making the mean square
error (MSE) for DFE bounded are derived. In the end, the validity
of the presented DKFEA is verified by an illustrative example.

Index Terms—Distributed fusion estimation (DFE), networked
multi-sensor systems (NMSSs), dimensionality reduction, Round-
Robin (RR) protocol, denial-of-service (DoS) attacks.

I. INTRODUCTION

IN RECENT decades, with the progress of communication
technology, networked multi-sensor systems (NMSSs) have
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attracted much attention. In NMSSs, the components are con-
nected through a shared network, which saves unnecessary
wiring, reduces the cost to set up systems, improves the scal-
ability of systems and facilitates remote operations [1], [2],
[3], [4]. It is because of these advantages that NMSSs have
been applied in vehicle guidance, intelligent weapons, detection
of automated processing systems and robotics [5], [6], [7]. In
practical applications, stochastic uncertainties are inevitable due
to random failures, component impairment or environmental
disturbances [8]. Therefore, it is of great practical significance
to study the NMSSs with stochastic uncertainties.

A key issue in NMSSs with stochastic uncertainties is fusion
estimation, which has shown high application value in target
localization, fault detection, pattern recognition and industrial
process control [9], [10], [11], [12]. Structurally, fusion esti-
mation can be divided into centralized fusion estimation and
distributed fusion estimation (DFE). In contrast to the former,
the DFE structure has the advantages of fast computing speed,
strong flexibility and strong anti-interference ability [13], [14].
Consequently, the DFE has become a hot research topic. Plenty
of DFE algorithms have emerged one after another. In [15],
according to the sequential covariance intersection fusion rule,
a DFE algorithm for nonlinear NMSSs was proposed. In [16],
for a type of multi-rate systems with packet loss, a DFE algo-
rithm based on compensation strategy was developed. In [17],
aimed at the nonlinear systems with unknown noise statistics,
a robust H∞ DFE algorithm was presented. In [18], for the
unstable systems with limited communication capacity, an H∞
DFE algorithm based on quantization was provided. Notice that
the research achievements above are almost for deterministic
NMSSs. When it comes to the DFE algorithms for NMSSs with
stochastic uncertainties, few results are available and further
exploration is needed.

The insertion of network will inevitably make the NMSSs
with stochastic uncertainties subject to resource constraints,
which may lead to transmission delay, packet dropouts and
packet transmission disorder [19], [20], [21]. These issues will
not only degrade the fusion estimation performance, but also
have an adverse impact on the system stability. As a conse-
quence, it is necessary to resort to some means to cope with the
constrained network bandwidth. Among them, dimensionality
reduction and the Round-Robin (RR) protocol have been fre-
quently used in recent years [22], [23], [24]. The dimensionality
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reduction is a technique that converts high-dimensional signals
into low-dimensional signals according to a certain algorithm,
which helps to diminish the size of packets transmitted in the
network. Many research achievements have been made on the
dimensionality reduction in [25], [26], [27], [28]. In [25], the di-
mensionality reduction was used to deal with the inherent band-
width of networks, and the dimensionality reduction strategies in
homogeneous and heterogeneous environments were designed.
In [27], the dimensionality reduction was performed on local
estimation signals, and a compensation strategy was adopted to
minimize the impact on the estimation performance. In [28],
from the perspective of the defender, a suboptimal dimension-
ality reduction solution was provided. Differently, the principle
of RR protocol is that data from each sensor is permitted to
equally enter the network according to a preset transmission
sequence. Although the RR protocol can effectively reduce the
amounts of packets transmitted in the network, the performance
of DFE may not be guaranteed [29]. In this case, an improved RR
protocol is proposed, which allows multiple sensors to access
the network at each moment. So far, the DFE issue based on
the improved RR protocol has not been fully studied, and few
papers have unified dimensionality reduction, the improved RR
protocol and DFE under a certain framework model, which
motivates our research and is a huge challenge faced by this
article.

Moreover, the insertion of network also increases the pos-
sibility of malicious attacks on NMSSs with stochastic un-
certainties. Common network attacks include denial-of-service
(DoS) attacks [30], [31], [32], deception attacks [33], [34],
[35], [36] and replay attacks [37], [38]. Among these types of
attacks, DoS attacks stand out for their great destructiveness,
with the aim of exhausting the network bandwidth and system
resources by various means and blocking the communication
between system components. For this reason, the secure DFE
problem under DoS attacks should be taken seriously and de-
serves special attention. In [32], periodic DoS attacks were taken
into account and sufficient conditions that make the discussed
system stable were provided. In [39], a set of stochastic variables
following the Bernoulli distribution was employed to model the
occurrence of DoS attacks, and a design method for the fusion
estimator was presented. In [40], a predictive compensation
strategy was adopted to address the packet loss induced by DoS
attacks, thereby ensuring the fusion estimation performance.
In [41], a secure consensus control approach was developed for
leader-following multiagent systems, and the observer estimates
were utilized to reduce the impact of DoS attacks. Although
new progress has been made in the research of DoS attacks,
few scholars design attack strategies in the sense of maximum
fusion error covariance (FEC) and few papers focus on the
secure DFE for NMSSs with stochastic uncertainties under the
energy-constrained DoS attacks, which is another motivation for
this article.

Inspired by the analyses mentioned above, this article will
focus on the design of the DFE algorithm for NMSSs with
stochastic uncertainties subject to bandwidth constraints and
energy-constrained DoS attacks. The main contributions of this
article include the following three points.

1) A novel DFE model is established, which unifies the
dimensionality reduction, the improved RR protocol and the
energy-constrained DoS attacks in a specific framework.

2) A dimensionality reduction strategy is designed from the
defender’s point of view in the sense of minimum FEC while an
attack strategy is designed from the attacker’s point of view in
the sense of maximum FEC.

3) Based on a novel compensation model, a recursive dis-
tributed Kalman fusion estimation algorithm (DKFEA) is pro-
posed. The stability conditions reflecting the impacts of di-
mensionality reduction, the improved RR protocol and energy-
constrained DoS attacks are derived such that the mean square
error (MSE) for DFE is bounded.

The organization of the remaining parts of this article is as
follows. A distributed security fusion estimation model that
covers dimensionality reduction, the improved RR protocol and
energy-constrained DoS attacks is constructed in Section II. In
Section III, the distributed fusion estimator, dimensionality re-
duction strategy and attack strategy are designed, and a recursive
DKFEA is proposed. In Section IV, a smart grid example is
utilized to verify the effectiveness of the presented DKFEA.
The conclusion is provided in Section V.

Notation:Rn denotes the Euclidean space withn dimensions.
E indicates the mathematical expectation. XT and X−1 stand
for the transpose and inverse of the matrix X , respectively.
δl,l1 is the Kronecker function satisfying δl,l1 = 0(l �= l1) and
δl,l1 = 1(l = l1). diag{·} represents a block diagonal matrix and
X(i, i) means the ith diagonal component of the matrix X . n!
symbolizes the factorial of the positive integer n. Tr{·} indicates
the trace of matrix and ‖ · ‖2 denotes the second norm of matrix.∑

is a summation symbol. x ⊥ y means that the vectors x and y
are orthogonal to each other.% denotes the remainder operation.

II. PROBLEM FORMULATION

Consider a class of NMSSs with stochastic uncertainties
modeled as follows:

x(l + 1) = (A0 + α(l)A1)x(l) + w(l) (1)

yi(l) = (B0i + βi(l)B1i)x(l) + vi(l) (2)

where x(l) ∈ Rn is the system state and yi(l) ∈ Rń(i =
1, 2, . . . , L) is the measurement output of the sensor i. L rep-
resents the amount of sensors. α(l) and βi(l) are multiplicative
noises with zero mean and variances Vα and Vβi

, and are used
to characterize the stochastic uncertainties of systems. A0, A1,
B0i, B1i are system matrices dimensioned appropriately. w(l)
and vi(l) are unrelated Gaussian white noises with zero mean
and variances Vw and Vvi . In addition, one has

E{[w(l)T vi(l)
T ]T [w(l1)

T vj(l1)
T ]}

= δl,l1diag{Vw, δi,jVvi}
Remark 1: The stochastic uncertainty is often encountered in

practical engineering systems (e.g. target tracking systems [26],
uninterruptible power systems [42]), which may arise due to the
modeling errors, unmodeled dynamics, component impairment
and environmental disturbances. A lot of research interest has
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been devoted to deal with the significant deterioration or even
divergence of these uncertainties on the system performance. It
should be noticed that the stochastic uncertainty in this article
comes from [42], [43], and thus the system model established
in this article is rational.

Assumption 1: x(0) denotes the initial system state and satis-
fies E[x(0)] = λ0 and E{[x(0)− λ0][x(0)− λ0]

T } = V0. Be-
sides,x(0),w(l), vi(l),α(l) andβi(l) are mutually independent.

Assumption 2: [26] r(A0 ⊗A0 + VαA1 ⊗A1) < 1, where
r(·) and⊗ represent the spectrum radius and Kronecker product,
respectively. Besides, (A0, B0i) is detectable and (A0,

√
V�w) is

stable. V�w will be given in Lemma 1.
Equation (1) can be converted to

x(l + 1) = A0x(l) + �w(l) (3)

where �w(l) = α(l)A1x(l) + w(l) with the statistical properties
as follows.

E[�w(l)] = E[α(l)A1x(l) + w(l)] = 0 (4)

V�w(l) = E[�w(l)�wT (l)] = VαA1f(l)A
T
1 + Vw (5)

Ṽ�w(l) = E[�w(l)�wT (l1)] = 0 (l �= l1) (6)

where f(l) = E[x(l)xT (l)] is the second-order moment of sys-
tem state. According to (1), the formula for f(l) is

f(l + 1) = A0f(l)A
T
0 + VαA1f(l)A

T
1 + Vw (7)

with the initial condition f(0) = V0 + λ0λ
T
0 .

Similarly, the measurement model (2) is rewritten as

yi(l) = B0ix(l) + �vi(l) (8)

where �vi(l) = βi(l)B1ix(l) + vi(l) with the statistical proper-
ties as follows.

E[�vi(l)] = E[βi(l)B1ix(l) + vi(l)] = 0 (9)

V�vi(l) = E[�vi(l)�v
T
i (l)] = Vβi

B1if(l)B
T
1i + Vvi (10)

Ṽ�vi(l) = E[�vi(l)�v
T
i (l1)] = 0 (l �= l1) (11)

It is clear that E[�w(l)�vi(l1)
T ] = 0. Therefore, �w(l) and �vi(l)

are uncorrelated stochastic variables.
In accordance with the design of the Kalman filter, the local

state estimator for sensor i is modeled as

x̂i(l) = FKi
(l)x̂i(l − 1) +Ki(l)yi(l) (12)

where Ki(l) is the optimal gain, FKi
(l) = DKi

(l)A0 and
DKi

(l) = In −Ki(l)B0i.
Denote ei(l) = x(l)− x̂i(l) as local estimation error and

Cii(l) = E[ei(l)e
T
i (l)] as local estimation error covariance.

Then, it has⎧⎪⎨⎪⎩
Ki(l) = Cpii(l)B

T
0i[B0iC

p
ii(l)B

T
0i + V�vi(l)]

−1

Cii(l) = DKi
(l)Cpii(l)

Cpii(l) = A0Cii(l − 1)AT0 + V�w(l − 1)

(13)

Fig. 1. DFE process for NMSSs.

where Cpii(l) represents one-step prediction error covariance.
Moreover, the formula for the local estimation error cross-
covariance Cij(l) (j = 1, . . . , L, j �= i) is

Cij(l) = DKi
(l)[A0Cij(l − 1)AT0 + V�w(l − 1)]DT

Kj
(l) (14)

Remark 2: Notice that Cii(l) in (13) is dependent on f(l)
because V�w(l) and V�vi(l) are closely associated with f(l) ac-
cording to (5) and (10). Consequently, if f(l) is bounded, V�w(l)
and V�vi(l) will be bounded, and then the boundedness of Cii(l)
and Cij(l) can be guaranteed.

Lemma 1: For the NMSSs with stochastic uncertainties (1)
and (2) under Assumption 2, f(l), the solution to (7) with
arbitrary initial value f(0) ≥ 0 will exponentially converge to a
sole value f(f ≥ 0), that is, liml→∞ f(l) = f . Besides, one has

lim
l→∞

V�w(l) = VαA1fA
T
1 + Vw = V�w

lim
l→∞

V�vi(l) = Vβi
B1ifB

T
1i + Vvi = V�vi

Since almost every sensor network is constrained by the
communication bandwidth, it is not realistic to send all x̂i(l)
completely to the fusion center. For addressing this problem
as shown in Fig. 1, the dimensionality reduction strategy is first
applied and only ti(1 ≤ ti < n) parts of x̂i(l) are permitted into
the network at each moment [44]. For the selected information
of x̂i(l), there are Λi possible cases and

Λi =
n!

ti!(n− ti)!
(15)

Denote the signal allowed for transmission as x̂di(l). Obviously,
it must be a member of the following set:

Si = {H1
i x̂i(l), . . . ,Hḿ

i x̂i(l), . . . ,HΛi
i x̂i(l)} (16)

where Hḿ
i is a diagonal matrix including ti diagonal elements

“1” and n− ti diagonal elements “0”. For simplicity, define
Gi(l) as the compression matrix and

Gi(l) = diag{εi1(l), . . . , εim(l), . . . , εin(l)} (17)

where εim(l) ∈ {0, 1} and satisfies

n∑
m=1

εim(l) = ti (18)

In particular, the element εim(l) = 1 indicates that the mth part
of x̂i(l) is permitted to be transmitted. Then, the signal after the
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dimensionality reduction is expressed as

x̂di(l) = Gi(l)x̂i(l) (19)

On the other hand, the improved RR protocol is employed to
reduce the communication burden. Different from the common
RR protocol, the improved RR protocol allows multiple signals
to be transmitted in the network at each moment. DenoteN(l) ⊆
{1, 2, . . . , L} as the set of labels of sensors that are granted
transmission permissions at time l. Let k(1 < k < L) represent
the number of sensors allowed to access the network under the
current bandwidth conditions. Then, it has

N(l) = {[(l − 1)k]%L+ 1, . . . , [(l − 1)k + k − 1]%L+ 1}
(20)

The subsequent example is provided to further explain the
improved RR protocol. Assume there are three sensors in total,
and only two are permitted to access the network with bandwidth
constraints, that is, L = 3 and k = 2. Then, according to (20),
it has

N(1) = {1, 2}, N(2) = {3, 1}, N(3) = {2, 3},
N(4) = {1, 2}, N(5) = {3, 1}, N(6) = {2, 3},
· · · · · ·

which indicates that N(l) is a periodic sequence and satisfies
N(l) = N(l + 3).

To facilitate the following expression, define

g(i,N(l)) =

{
1, if i ∈ N(l)

0, otherwise
(21)

where g(i,N(l)) = 1 implies that sensor i is granted the trans-
mission permission at instant lwhile g(i,N(l)) = 0 implies that
sensor i can not access the network. After being scheduled by
the improved RR protocol, the signal transmitted in the network
is g(i,N(l))x̂di(l).

When signals are sent to the fusion center, attackers are likely
to initiate DoS attacks on the channels. However, the attacker’s
energy budget is limited and cannot successfully launch DoS at-
tacks on all channels simultaneously [45]. It is assumed that only
τ(1 ≤ τ < L) channels will suffer DoS attacks at a time once
DoS attacks occur. For modeling the energy-constrained DoS
attacks, the stochastic variable γ(l) following the Bernoulli dis-
tribution is employed to indicate whether the attacker launches
DoS attacks or not and γi(l) ∈ {0, 1} is used to describe whether
the data transmitted on the ith channel has suffered DoS attacks.
Besides, E[γ(l)] = γ and γi(l) is required to satisfy

L∑
i=1

γi(l) = τ (22)

Then, the local estimation signal that reaches the fusion center
is (1− γ(l)γi(l))g(i,N(l))x̂di(l).

Remark 3: To be specific, there are three cases regarding the
occurrence of the energy-constrained DoS attacks.

1) γ(l) = 0 suggests that the attacker has not initiated DoS
attacks and naturally none of the channels are attacked.

2) γ(l) = 1, γi(l) = 0 indicates that the attacker has initiated
DoS attacks but the channel i is not influenced by DoS attacks.

3) γ(l) = 1, γi(l) = 1 implies that the attacker has launched
DoS attacks and the channel i has suffered DoS attacks.

It is undeniable that the dimensionality reduction, the
improved RR protocol and the energy-constrained DoS at-
tacks can degrade the performance of fusion estimation.
If the fusion is performed directly on the signal (1−
γ(l)γi(l))g(i,N(l))x̂di(l), the estimation performance will be
pretty poor. To avoid this situation, the compensating state
estimation (CSE) is proposed, the formula for which is

x̂ci(l) = (1− γ(l)γi(l)){g(i,N(l))[Gi(l)x̂i(l)

+ (In −Gi(l))A0x̂ci(l − 1)]

+ (1− g(i,N(l))A0x̂ci(l − 1)}
+ γ(l)γi(l)A0x̂ci(l − 1) (23)

Remark 4: Here are some explanations for the CSE model
in (23).

1) γ(l)γi(l) = 0: no DoS attacks have occurred on the
ith channel and the CSE x̂ci(l) = g(i,N(l))[Gi(l)x̂i(l) +
(In −Gi(l))A0x̂ci(l − 1)] + (1− g(i,N(l))A0x̂ci(l − 1). If
g(i,N(l)) = 1, the signal after the dimensionality reduc-
tion Gi(l)x̂i(l) will be sent to the fusion center and
(In −Gi(l))A0x̂ci(l − 1) is the compensation about the un-
transmitted parts of x̂i(l). If g(i,N(l)) = 0, there will be
no signal transmitted on the ith channel at time l. In addi-
tion, A0x̂ci(l − 1) equates to x̂ci(l − 1) + (A0 − In)x̂ci(l −
1), where the first term is to model the situation where sensor i
cannot access the network after being scheduled by the improved
RR protocol and the second item represents the compensation
for this situation.

2)γ(l)γi(l) = 1: DoS attacks have occurred on the ith channel
and the CSE x̂ci(l) = A0x̂ci(l − 1), where A0x̂ci(l − 1) repre-
sents the compensation for DoS attacks.

Based on x̂ci(l), the DFE of the system state x(l), denoted as
x̂(l), is calculated by

x̂(l) =
L∑
i=1

Ωi(l)x̂ci(l) (24)

where Ωi(l) is the optimal distributed fusion weighting matrix
which meets

L∑
i=1

Ωi(l) = In (25)

Remark 5: It is indisputable that the design ofΩi(l) is closely
related to the compression matrixGi(l) and attack variableγi(l).
Therefore, how to design Gi(l) which satisfies (18) is crucial
to defenders and how to design γi(l) which satisfies (22) is
crucial to attackers. From the CSE model in (23), the estimation
precision of x̂ci(l) is bound up with that of x̂ci(l − 1). On this
condition, if there exists a feedback channel from the fusion
center to each sensor, the sequence information about x̂di(l)
can be decided at the fusion center and then sent to the sensor
side correspondingly.

Furthermore, the attacker’s choice about which τ channels to
attack is based on some specific system information. Due to the
difficulty in thoroughly knowing the system, the attacker has to
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eavesdrop on the system information. Of course, the informa-
tion obtained in this way carries certain errors, which may be
caused by the defender’s interference or from other external
disturbances. Consequently, the eavesdropped information is
modeled as{

zx(l) = Hx(l)x(l − 1) + ω(l − 1)

zci(l) = Hci(l)x̂ci(l − 1) + νi(l − 1)
(26)

where zx(l) represents the eavesdropped system state and zci(l)
represents the eavesdropped CSE. Hx(l) and Hci(l) are obser-
vation matrices. ω(l) and νi(l) are noises, whose means are zero
and variances are Vω and Vνi , respectively.

So far, there are three issues that need to be addressed in
this article when designing a DFE algorithm for NMSSs with
stochastic uncertainties considering the dimensionality reduc-
tion, the improved RR protocol and the energy-constrained DoS
attacks.
P .I ) : Suppose that Gi(l) and γi(l) are known in advance.

The next objective is to devise the fusion weighting matrices
Ω1(l), · · · , ΩL(l) to make the MSE for x̂(l) minimized at every
moment, which is described as,⎧⎪⎪⎨⎪⎪⎩

[x̂(l),Ω1(l), . . . ,ΩL(l)]

= arg min
x̂∗(l)

E
{
[x(l)− x̂∗(l)]T [x(l)− x̂∗(l)]

}
s.t. (25)

(27)

where x̂∗(l) is an arbitrary convex linear combination of the CSE
x̂ci(l).
P .II ) : Utilize the feedback channels, the eavesdropped data

(26) and the fusion estimator (27) to devise a scheduling strategy
such that Gi(l) and γi(l) can be acquired by addressing the
optimization issue below.⎧⎨⎩ min

G1(l),...,GL(l)
max

γ1(l),...,γL(l)
E[eT (l)e(l)]

s.t. (18) and (22)
(28)

where e(l) = x(l)− x̂(l) denotes the fusion estimation error.
P .III ) : Seek the conditions related to Gi(l), g(i,N(l)) and

γi(l) to make the MSE for x̂(l) bounded, which is described as,

lim
l→∞

E[eT (l)e(l)] = lim
l→∞

Tr{C(l)} < a (29)

where C(l) = E[e(l)eT (l)] represents the fusion error covari-
ance and a(a > 0) is a scalar.

Remark 6: Motivated by [1], [11], [16], [17], [18], [21],
[26], [27], [28], a novel DKFEA for networked time-varying
systems with stochastic uncertainties is proposed in this article,
which takes into account the constrained network bandwidth and
security issues of the communication environment. Although
plenty of DFE problems have been investigated in [1], [11],
[16], [17], [18], [21], [26], [27], [28], the discussed issue in
this article differs from the existing ones. In [1], [11], [16],
[17], [18], [21], [27], the results obtained are all under the
assumption that there are no attacks occurring, which is not
realistic in practice. [26] and [28] considered the security issues
caused by the open network transmission environments, but
they only adopted dimensionality reduction method to address

the issue of limited communication bandwidth. The essence of
dimensionality reduction is to reduce the size of data packets
transmitted in the network. For networked systems with numer-
ous sensors, relying solely on dimensionality reduction to handle
bandwidth constraints cannot meet the requirements. In addition,
the DFE approach proposed in [28] was aimed at time-invariant
multi-sensor systems, and not suitable for time-varying net-
worked systems with stochastic uncertainties. Therefore, based
on dimensionality reduction and the improved RR protocol, this
article proposes a recursive DKFEA for networked time-varying
systems with stochastic uncertainties, which can also reduce
the amounts of the data packets transmitted in the network and
makes up for the shortcomings of the above literatures.

III. MAIN RESULTS

This section consists of three parts: A, B, and C. The design
of the distributed fusion estimator will be presented in part A
first, followed by the design of the dimensionality reduction
strategy and the attack strategy in part B. Finally, the bounded
conditions of the MSE for DFE under the joint influence of
the dimensionality reduction, the improved RR protocol and the
energy-constrained DoS attacks will be provided in part C.

A. Design of the Distributed Fusion Estimator

Define the CSE error eci(l) = x(l)− x̂ci(l) and �I =
[ITn , . . . , I

T
n ]
T ∈ RnL×n. Next, based on [46], the formula for

the fusion weighting matrix Ωi(l) is

[Ω1(l), . . . ,ΩL(l)] = [ �ITΞ−1(l)�I ]−1�ITΞ−1(l) (30)

where Ξ(l) is defined by

Ξ(l) = E
{
[eTc1(l), . . . , e

T
cL(l)]

T [eTc1(l), . . . , e
T
cL(l)]

}
(31)

Moreover, the formula for C(l) is as follows.

C(l) = [ �ITΞ−1(l)�I ]−1 (32)

Clearly, if Ξ(l) is known, the fusion weighting matrix Ωi(l)
can be acquired according to (30), thus completing the design
of the DFE algorithm. Before the main results are derived, the
following lemma should be given for subsequent use.

Lemma 2: [28] For the arbitrary matrices S, U and Φ satis-
fying S = diag{s1, . . . , sn}, U = diag{u1, . . . , un} and

Φ =

⎡⎢⎢⎣
φ11 · · · φ1n

...
. . .

...

φn1 · · · φnn

⎤⎥⎥⎦ ,
if φij(i, j = 1, . . . , n) in Φ is independent of any sh(h =
1, . . . , n) in S and uh in U, then

E[SΦU] = E[S�U]� E[Φ]

where the operation “�” is defined by [Φ1 � Φ2]ij = Φ1
ijΦ

2
ij

and the operation “�” for S and U is designed by

S�U =

⎡⎢⎢⎣
s1u1 · · · s1un

...
. . .

...

snu1 · · · snun

⎤⎥⎥⎦ .
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Theorem 1: Define⎧⎪⎨⎪⎩
Θij(l) = [g(i,N(l))Gi(l)]� [g(j,N(l))Gj(l)]

Πij(l) = [In − g(i,N(l))Gi(l)]� [In − g(j,N(l))Gj(l)]

Jij(l) = [g(i,N(l))Gi(l)]� [In − g(j,N(l))Gj(l)]
(33)

Next, the CSE error covarianceΞij(l) = E[eci(l)e
T
cj(l)] is given

by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ξij(l) = (1− γγi(l)− γγj(l) + γγi(l)γj(l))Ξ
11
ij (l)

+ γγj(l)(1− γi(l))Ξ
12
ij (l)

+ γγi(l)(1− γj(l))Ξ
21
ij (l)

+ γγi(l)γj(l)Ξ
22
ij (l)

Ξ11
ij (l) = Θij(l)� Cij(l) + Πij(l)� Ξ22

ij (l)

+ Jij(l)�
[FKi

(l)Γij(l − 1)AT0 +DKi
(l)V�w(l − 1)]

+ JTji(l)�
[A0Γ

T
ji(l − 1)FKj

(l)T + V�w(l − 1)DT
Kj

(l)]

Ξ12
ij (l) = [In − g(i,N(l))Gi(l)]Ξ

22
ij (l)

+ g(i,N(l))Gi(l)×
[FKi

(l)Γij(l − 1)AT0 +DKi
(l)V�w(l − 1)]

Ξ21
ij (l) = Ξ22

ij (l)[In − g(j,N(l))Gj(l)]+

[A0Γ
T
ji(l − 1)FKj

(l)T + V�w(l − 1)DT
Kj

(l)]

× g(j,N(l))Gj(l)

Ξ22
ij (l) = A0Ξij(l − 1)AT0 + V�w(l − 1)

(34)
where Γij(l) = E[ei(l)e

T
cj(l)], the formula for which is

Γij(l) = (1− γγj(l))[Cij(l)− FKi
(l)Γij(l − 1)AT0

−DKi
(l)V�w(l − 1)]g(j,N(l))Gj(l)

+ FKi
(l)Γij(l − 1)AT0 +DKi

(l)V�w(l − 1) (35)

Besides, there is a relationship between DFE and CSE as follows:

Tr{C(l)} ≤ Tr{Ξii(l)} (36)

where Ξii(l) is defined by Ξii(l) = E[eci(l)e
T
ci(l)].

Proof: See Appendix A.
In the light of Theorem 1, Ξ(l) can be acquired from (34).

Next, Ωi(l) can be obtained from (30). At this point, the first
problem has been solved.

B. Design of the Dimensionality Reduction Strategy and the
Attack Strategy

Since x̂di(l) may be unavailable at the fusion center because
of the improved RR protocol and DoS attacks, the dimension-
ality reduction strategy and the attack strategy are dependent
on x̂ci(l − 1) instead of x̂di(l). Considering that there are no
relationships between the design of the two strategies, the op-
timization issue in (28) can be converted to the two problems
below.

min
{G1(l),...,GL(l),∀γi(l)}

Tr{C(l)} s.t. (18) (37)

max
{γ1(l),...,γL(l),∀Gi(l)}

Tr{C(l)} s.t. (22) (38)

However, finding out the optimal solutions to the two prob-
lems above is of great difficulty. On the one hand, Tr{C(l)}
is nonlinear and closely related to matrices G1(l), . . . , GL(l)
and variables γ1(l), . . . , γL(l). On the other hand, the attacker
cannot obtain C(l), and γi(l) can only be devised according
to the eavesdropped information in (26). Based on the above
analysis, the suboptimal solutions to the two problems will be
discussed and presented in the subsequent theorem.

Theorem 2: Define{
x̂a(l − 1) = (HT

x (l)Hx(l))
−1
HT
x (l)zx(l)

x̂cia (l − 1) = (HT
ci(l)Hci(l))

−1
HT
ci(l)zci(l)

(39)

where x̂a(l) and x̂cia (l) represent the estimates of the system
state x(l) and CSE x̂ci(l) on the basis of the eavesdropped
information, respectively. Then, let⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ξ̂ii(l − 1) = E{[x̂a(l − 1)− x̂cia (l − 1)]

× [x̂a(l − 1)− x̂cia (l − 1)]T }
μim(l) = Cii(l)(m,m)− Ξ22

ii (l)(m,m)

σi(l) = Tr{A0Ξ̂ii(l − 1)AT0 }
Mdi(l) = {μi1(l), . . . , μin(l)}
Ma(l) = {σ1(l), . . . , σL(l)}

(40)

Next, sort the elements in set Mdi(l) in ascending order.

μiπ1
(l) ≤ · · · ≤ μiπti

(l) ≤ μiπ(ti+1)
(l) ≤ · · · ≤ μiπn

(l) (41)

And sort the elements in set Ma(l) in descending order.

σχ1
(l) ≥ · · · ≥ σχτ

(l) ≥ σχ(τ+1)
(l) ≥ · · · ≥ σχL

(l) (42)

Then, the suboptimal solutions to problems (37) and (38) are
given as follows.{

εiπ1
(l) = · · · = εiπti

(l) = 1

εiπ(ti+1)
(l) = · · · = εiπn

(l) = 0
(43)

{
γχ1

(l) = · · · = γχτ
(l) = 1

γχ(τ+1)
(l) = · · · = γχL

(l) = 0
(44)

Proof: See Appendix B.
According to Theorem 2, the dimensionality reduction matri-

ces and attack variables can be obtained from (43) and (44), and
thus the second problem is addressed.

For making the entire calculation process of the distributed
fusion estimate x̂(l) clearer, Algorithm 1 is proposed.

C. Boundedness Analysis

When analyzing the estimation performance of the designed
distributed fusion estimator, it is necessary to consider the sta-
tistical information of γ(l). Let Γγii(l) = E{[ei(l)eTci(l)]|γ(l)}
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Algorithm 1: DFE under the Dimensionality Reduction, the
Improved RR Protocol and DoS Attacks.

1: for i = 1 : L do
2: Compute x̂i(l) and Cij(l)(j ∈ {1, . . . , L}, j �= i) by

(12)-(14);
3: Compute Cii(l) and Ξ22

ii (l) in the fusion center by
(13) and (34);

4: Sort the elements in the set Mdi(l) in ascending
order in the fusion center by (41);

5: Obtain εim(l)(m ∈ {1, . . . , n}) in the fusion center
by (43);

6: Send the sequence information of the chosen parts to
the sensor side through the corresponding feedback
channel;

7: Obtain Gi(l) at the sensor side;
8: Obtain x̂di(l) at the sensor side;
9: end for

10: Compute N(l) by (20);
11: for i = 1 : L do
12: Obtain g(i,N(l)) by (21);
13: end for
14: if γ(l) = 0 then
15: Go to Step (24);
16: else
17: The attacker computes x̂a(l − 1) by (39);
18: for i = 1 : L do
19: The attacker computes x̂cia (l − 1) by (39);
20: end for
21: The attacker sorts the elements in the set Ma(l) in

descending order by (42);
22: The attacker obtains γ1(l), . . . , γL(l) by (44);
23: end if
24: for i = 1 : L do
25: Compute x̂ci(l) by (23);
26: Compute eci(l);
27: end for
28: for i = 1 : L do
29: Compute Ξij(l) by (34);
30: end for
31: Compute Ω1(l), . . . ,ΩL(l) by (30);
32: Compute x̂(l) by (24);

and Ξγii(l) = E{[eci(l)eTci(l)]|γ(l)}. Then, from (34), it has

Γγii(l) = (1− γγi(l))[Cii(l)−DKi
(l)V�w(l − 1)]

× g(i,N(l))Gi(l) +DKi
(l)V�w(l − 1)

+ FKi
(l)Γγii(l − 1)AT0

× [In − (1− γγi(l))g(i,N(l))Gi(l)] (45)

Ξγii(l) = PGi
(l)diag{Ξγii(l − 1),Ξγii(l − 1)}PTGi

(l)

+ (1− γγi(l))Jii(l)�
[FKi

(l)Γγii(l − 1)AT0 +DKi
(l)V�w(l − 1)]

+ (1− γγi(l))J
T
ii (l)�

[A0Γ
γ
ii
T
(l − 1)FTKi

(l) + V�w(l − 1)DT
Ki

(l)] (46)

where{
PGi

(l)=[bi(l)[In−g(i,N(l))Gi(l)]A0

√
γγi(l)A0]

bi(l) =
√
1− γγi(l)

(47)

It is not difficult to find from (45) and (46) that the estimation
performance of x̂ci(l) is influenced by Gi(l), g(i,N(l)), γ and
γi(l). Next, the bounded conditions of the MSE for DFE will be
provided in Theorem 3.

Theorem 3: For the provided parameter γ > 0, if

θGi
= max{‖

√
1− γγi(In − giHḿ

i )A0
√
γγiA0‖2

|γi = 0, 1; gi = 0, 1; ḿ = 1, . . . ,Λi} < 1(48)

and

θγi = max{‖FKi
‖2 ‖AT0 [In − (1− γγi)giHḿ

i ] ‖2
|γi = 0, 1; gi = 0, 1; ḿ = 1, . . . ,Λi} < 1 (49)

where Hḿ
i is given in (16) and FKi

= liml→∞ FKi
(l), then the

MSE for DFE x̂(l) is of boundedness. In other words, there exists
a parameter a(a > 0) such that

lim
l→∞

Tr{C(l)} < a. (50)

Proof: See Appendix C.
Remark 7: It should be noticed that the performance of the

designed distributed fusion estimator can be affected by the
factors including stochastic uncertainties, dimensionality reduc-
tion, the improved RR protocol and energy-constrained DoS
attacks. According to Theorem 3, the stability of the designed
fusion estimator can be achieved while the sufficient conditions
(48) and (49) are satisfied. Particularly, for the NMSSs with
stochastic uncertainties and improved RR protocol, when the
compression matrix is given in advance, the maximum allowable
rate of DoS attack γ̄ can be derived from (48) and (49). This
means that the security of the designed fusion estimator can
be ensured if the attack rate γ is smaller than γ̄. Otherwise, in
case of γ > γ̄, defenders will take effective defensive measures
to reduce the attack rate to meet the stability conditions (48)
and (49). On the other hand, it is very difficult for attackers
to completely disrupt the stability of fusion estimator, unless
each CSE becomes unstable while being attacked. Consequently,
the distributed fusion estimator designed in the article has good
security performance against DoS attacks.

The bounded conditions of the MSE for DFE have been given
in Theorem 3. All three problems have been resolved.

IV. SIMULATION EXAMPLES

Consider the issue of the distributed security fusion estimation
for a smart grid. To observe the working state of the smart grid,
three sensors are utilized. The relevant parameters required for
the simulation process are given in Table I.

To avoid contingency, 100 tests have been carried out. On
the basis of Algorithm I, using MATLAB software, the dis-
tributed fusion weighting matrices are obtained and presented in
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TABLE I
PARAMETER NAMES AND CORRESPONDING VALUES

Fig. 2. Trajectories of xi(l) and DFE for xi(l).

Table II. The results show that ‖ FK1
‖2= 0.9805 < 1, ‖

FK2
‖2= 0.9189 < 1 and ‖ FK3

‖2= 0.9194 < 1.
For the purpose of demonstrating the results of fusion estima-

tion on each dimension more intuitively, let xi(l) represent the
value on the ith dimension of the system state x(l). The trajecto-
ries ofxi(l) and DFE forxi(l) are given in Fig. 2, which indicates
that the proposed DFE algorithm can effectively estimate the

Fig. 3. Performance for DFE and compensating state estimation.

Fig. 4. MSEs for x̂c1(l), x̂c2(l), x̂c3(l) and x̂(l).

system state under the joint influence of the dimensionality
reduction, the improved RR protocol and the energy-constrained
DoS attacks.

As is known to all, the trace of estimation error covariance can
be used as an evaluation indicator for estimation performance. In
Fig. 3, the traces ofC(l),Ξ11(l),Ξ22(l) andΞ33(l) are depicted.
Obviously, the trace ofC(l) is smaller than that of anyΞii(l)(i =
1, 2, 3), which implies that the performance of the DFE is better
than that of any compensating state estimation.

On the other hand, MSE is also an index to reflect the esti-
mation performance. From Fig. 4, the MSE for x̂(l) is always
less than that for any x̂ci(l)(i = 1, 2, 3). This also demonstrates
that the performance of the DFE is better than that of any
compensating state estimation. In addition, what is noteworthy
is that the MSE for each CSE x̂ci(l) is no larger than 0.45, which
illustrates the rationality of the proposed CSE model.

Under the designed attack strategy, the occurrence of DoS
attacks on each channel is shown in Fig. 5. The long gray bars
in the figure indicate that the attacker has initiated DoS attacks.
The meaning of γi(l) = 1 and γi(l) = 0 has been explained in
Section II. From Fig. 5, it can be seen that the first channel always
suffers DoS attacks while the other two channels are always not
attacked, which is consistent with the results in Fig. 3.
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TABLE II
FUSION WEIGHTING MATRICES

Fig. 5. Occurrence of DoS attacks in three communication channels.

Fig. 6. MSE for DFE under different attack probabilities.

To explore the impact of DoS attack probability on the per-
formance of DFE, Fig. 6 is given. By observing the relative
position of MSE for DFE with γ = 0.1, γ = 0.3 and γ = 0.5, it
can be drawn that in general, the smaller the attack probability
is, the better the performance of DFE will be. Furthermore, even
when the attack probability reaches 0.5, the MSE for DFE never
exceeds 0.35, which reflects the validity and superiority of the
adopted compensation strategy.

V. CONCLUSION

The secure DFE for NMSSs has been investigated in this
article, in which the stochastic uncertainties, the inherent band-
width constraints of the network and the limited energy budget
of attackers are taken into account. For reducing the communi-
cation pressure on the network, the dimensionality reduction and
the improved RR protocol are employed. To be more realistic,
the dimensionality reduction strategy and the attack strategy
are designed from the perspective of the defender and attacker,
respectively. Then, a novel compensation model has been estab-
lished to resist the influence of the dimensionality reduction, the
improved RR protocol and the energy-constrained DoS attacks
on the performance of DFE. Based on the CSE model, a recursive
DKFEA has been proposed. The stability conditions have been
provided such that the MSE for DFE is bounded. In the end,
the effectiveness of the proposed DKFEA has been verified by
a smart grid example.

Note that attack detection has become a key issue in the DFE
for NMSSs with stochastic uncertainties. The joint-design of
attack detector and distributed fusion estimator has attracted our
attention and is a future research direction for us.

APPENDIX A
PROOF OF THEOREM 1

From (3), (8), (12) and (23), it can be derived that

ei(l) = FKi
(l)ei(l − 1) +DKi

(l)�w(l − 1)−Ki(l)�vi(l)
(51)

eci(l) = (1− γ(l)γi(l)){g(i,N(l))Gi(l)ei(l)

+ [In − g(i,N(l))Gi(l)]A0eci(l − 1)

+ [In − g(i,N(l))Gi(l)]�w(l − 1)}
+ γ(l)γi(l)[A0eci(l − 1) + �w(l − 1)] (52)

Since x(0),w(l), vi(l),α(l) and βi(l) are mutually independent,
combining (51) and (52), it can be deduced that⎧⎪⎪⎪⎨⎪⎪⎪⎩

ei(l) ⊥ �w(l1), l ≤ l1

ei(l) ⊥ �vj(l1), i = j, l < l1 or i �= j,∀l, l1
eci(l) ⊥ �w(l1), l ≤ l1

eci(l) ⊥ �vj(l1), i = j, l < l1 or i �= j,∀l, l1

(53)
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Based on (53), it yields that{
E[ei(l)e

T
cj(l − 1)] = FKi

(l)Γij(l − 1)

E[ei(l)�w
T (l − 1)] = DKi

(l)V�w(l − 1)
(54)

Then, according to (52) and (54), (35) can be obtained. Before
Ξij(l) is computed, some mathematical expectations need to be
clarified.⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

E[(1− γ(l)γi(l))(1− γ(l)γj(l))] = 1− γγi(l)− γγj(l)

+ γγi(l)γj(l)

E[(1− γ(l)γi(l))γ(l)γj(l)] = γγj(l)(1− γi(l))

E[γ(l)γi(l)(1− γ(l)γj(l))] = γγi(l)(1− γj(l))

E[γ(l)γi(l)γ(l)γj(l)] = γγi(l)γj(l)
(55)

On the basis of (52)–(55), (33) and (35), (34) can be acquired.
Besides, Ξii(l) is calculated by

Ξii(l) = (1− γγi(l))Ξ
11
ii (l) + γγi(l)Ξ

22
ii (l) (56)

whereΞ11
ii (l) andΞ22

ii (l) can be acquired from (34). Next, apply-
ing the Schwartz matrix inequality to the fusion error covariance
martix C(l), one has

C(l) = [�ITΞ−1(l)�I]−1

= [(Ξ− 1
2 (l)�I)

T
(Ξ− 1

2 (l)�Ii)]
T

× [(Ξ− 1
2 (l)�I)

T
(Ξ− 1

2 (l)�I)]
−1

× [(Ξ− 1
2 (l)�I)

T
(Ξ− 1

2 (l)�Ii)]

≤ (Ξ− 1
2 (l)�Ii)

T
(Ξ− 1

2 (l)�Ii) = Ξii(l) (57)

where �Ii = [0, . . . , In, . . . , 0]
T ∈ RnL×n and In is the ith block

matrix of �Ii. Based on the above analysis, (36) is derived. That’s
the end of the proof.

APPENDIX B
PROOF OF THEOREM 2

Let CΞ(l) = min{Tr{Ξ11(l)}, . . . ,Tr{ΞLL(l)}}. Since
Tr{C(l)} ≤ Tr{Ξii(l)}, then Tr{C(l)} ≤ CΞ(l). Under this
relaxation condition, (37) can be transformed into

min
{G1(l),...,GL(l),∀γi(l)}

CΞ(l) s.t. (18) (58)

As previously pointed out, when it comes to the dimensionality
reduction strategy, there is no need to take into account the attack
parameters. Moreover, Ξ22

ii (l) is stable, and thus Tr{Ξii(l)} is
supposed to be replaced by Tr{Ξ11

ii (l)}. Furthermore, the com-
putation process of Ξ11

ii (l) is merely dependent on g(i,N(l)),
Gi(l) and Ξii(l − 1). Consequently, (58) can be decomposed
into L subproblems as follows.⎧⎨⎩min

Gi(l)
Tr{Ξ11

ii (l)}
s.t. (18) and εim(l) ∈ {0, 1}

(59)

From (33), it is easy to find that for matrix Jii(l), any diagonal
element is 0. Combining the definition of “�”, it can be drawn

that

Tr{Jii(l)� [FKi
(l)Γii(l − 1)AT0 +DKi

(l)V�w(l − 1)]} = 0

Tr{JTii (l)� [A0Γ
T
ii(l − 1)FTKi

(l) + V�w(l − 1)DT
Ki

(l)]} = 0

Accordingly,

Tr{Ξ11
ii (l)} = Tr{Θii(l)� Cii(l) + Πii(l)� Ξ22

ii (l)}

=

n∑
m=1

{
[Cii(l)(m,m)− Ξ22

ii (l)(m,m)]εim(l)
}

+ Tr{Ξ22
ii (l)} (60)

Next, (59) can be converted to⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
minGi(l)

n∑
m=1

{
[Cii(l)(m,m)− Ξ22

ii (l)(m,m)]εim(l)
}

+ Tr{Ξ22
ii (l)}

s.t. (18) and εim(l) ∈ {0, 1}
(61)

Since Tr{Ξ22
ii (l)} is a constant and εim(l) ∈ {0, 1}, thus (43) is

the optimal solution to (61) and the suboptimal solution to (37).
In addition, according to (32), (38) can be transformed into

max
{γ1(l),...,γL(l),∀Gi(l)}

Tr{Ξ(l)} s.t. (22) (62)

Notice that Tr{Ξ(l)} =
∑L
i=1 Tr{Ξii(l)}, and Tr{Ξii(l)} is

supposed to be replaced by γi(l)Tr{Ξ22
ii (l)} because the attack

strategy is independent of dimensionality reduction strategy.
Moreover,

∑L
i=1 γi(l)Tr{Ξ22

ii (l)} =
∑L
i=1 γi(l)Tr{A0Ξii(l −

1)AT0 }+ τTr{V�w(l − 1)} and τTr{V�w(l − 1)} is a constant.
Therefore, (62) turns into⎧⎨⎩ max

{γ1(l),...,γL(l)}
∑L
i=1 γi(l)Tr{A0Ξii(l − 1)AT0 }

s.t. (22) and γi(l) ∈ {0, 1}
(63)

The attackers have difficulty in obtaining Ξii(l − 1), but they
can acquire inexact x(l − 1) and x̂ci(l − 1) by eavesdropping.
Then, utilizing the least square estimation method, x̂a(l − 1)
and x̂cia (l − 1) can be acquired. Moreover, E[x̂a(l − 1)] =
E[x(l − 1)] andE[x̂cia (l − 1)] = E[x̂ci(l − 1)]. For this reason,
the attacker can replace Ξii(l − 1) with Ξ̂ii(l − 1), which is
defined by

Ξ̂ii(l − 1) = E{[x̂a(l − 1)− x̂cia (l − 1)]

× [x̂a(l − 1)− x̂cia (l − 1)]T } (64)

Then, (63) can be converted to⎧⎨⎩ max
{γ1(l),...,γL(l)}

∑L
i=1 γi(l)Tr{A0Ξ̂ii(l − 1)AT0 }

s.t. (22) and γi(l) ∈ {0, 1}
(65)

Since γi(l) ∈ {0, 1}, thus (44) is the optimal solution to (65)
and the suboptimal solution to (38). That’s the end of the proof.
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APPENDIX C
PROOF OF THEOREM 3

By Lemma 1, it is not hard to deduce that⎧⎪⎨⎪⎩
liml→∞DKi

(l) = DKi

liml→∞ FKi
(l) = FKi

liml→∞ Cii(l) = Cii

(66)

where FKi
is stable. Consequently, in terms of (45) and (66),

there must exist a positive integer ξγi such that when l ≥ ξγi ,

Γγii(l) = FKi
Γγii(l − 1)AT0

× [In − (1− γγi(l))g(i,N(l))Gi(l)]

+ ΔΓγii(l) (67)

where ΔΓγii(l) is defined by ΔΓγii(l) = (1− γγi(l))(Cii −
DKi

V�w)g(i,N(l))Gi(l) +DKi
V�w. Considering the structure

of Gi(l), there must be a scalar ψγi > 0 ensuring

‖ΔΓγii(l)‖2 ≤ ψγi (l ≥ ξγi) (68)

Based on (67) and (68), it yields that

‖Γγii(l)‖2 ≤ ψγi + θγi‖Γγii(l − 1)‖2

≤ θ
l−ξγi
γi ‖Γγii(ξγi)‖2 +

l−ξγi+1∑
o=0

θoγiψγi (69)

where θγi is given in (49). Since θγi < 1, it can be concluded

that liml→∞ θ
l−ξγi
γi = 0 and liml→∞

∑l−ξγi+1

o=0 θoγiψγi =
ψγi

1−θγi
.

Then, one has

lim
l→∞

‖Γγii(l)‖2 ≤ ψγi
1− θγi

(70)

In this situation, according to (46), (66) and (70), there must
exist a positive integer ξGi

satisfying ξGi
> ξγi such that when

l ≥ ξGi
,

Ξγii(l) = PGi
(l)diag{Ξγii(l − 1),Ξγii(l − 1)}PTGi

(l)

+ ΔΞγii(l) (71)

where ΔΞγii(l) is defined by ΔΞγii(l) = (1− γγi(l)){Jii(l)�
[FKi

Γγii(l − 1)AT0 +DKi
V�w] + JTii (l)� [A0Γ

γ
ii
T
(l − 1)FTKi

+ V�wD
T
Ki

]}. Similarly, in light of the structure of Gi(l), there
must be a scalar ψGi

> 0 ensuring

‖ΔΞγii(l)‖2 ≤ ψGi
(l ≥ ξGi

) (72)

In addition, one has{
‖diag{Ξγii(l − 1),Ξγii(l − 1)}‖2 = ‖Ξγii(l − 1)‖2
‖PGi

(l)‖2 ≤ θGi

(73)

where θGi
is given in (48). Consequently, on the basis of (71)–

(73), it can be derived that

‖Ξγii(l)‖2 ≤ ψGi
+ θGi

‖Ξγii(l − 1)‖2

≤ θ
l−ξGi

Gi
‖Ξγii(ξGi

)‖2 +
l−ξGi

+1∑
o=0

θoGi
ψGi

(74)

Since θGi
< 1, it can be deduced that liml→∞ θ

l−ξGi

Gi
= 0 and

liml→∞
∑l−ξGi

+1

o=0 θoGi
ψGi

=
ψGi

1−θGi
, and thus one has

lim
l→∞

‖Ξγii(l)‖2 ≤ ψGi

1− θGi

(75)

According to the aforementioned analysis, it can be inferred that
liml→∞ Tr{Ξγii(l)} is bounded when the conditions (48) and (49)
are satisfied. Then, based on (36), it yields that

lim
l→∞

Tr{C(l)} ≤ lim
l→∞

Tr{Ξγii(l)} (76)

As a consequence, when (48) and (49) hold, there must exist
a positive scalar a that makes (29) hold. That’s the end of the
proof.
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