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Abstract—This article explores the state estimation problem of
memristive neural networks (MNNs) with mixed delays subject
to multichannel round-robin protocol (MRRP) and multimodal
injection attacks (MIAs). MRRP allows for multichannel-enabled
signal transmission between sensors and remote estimators,
thereby significantly mitigating network congestion. Different
types of attacks are supposed to be encountered during the
sensor data transmission via network. Both the impacts of the
MRRP and the attacks are reflected in modeling the addressed
system. The purpose of this article is to design an estimator
capable of constraining the estimation error within an ellipsoidal
region in the presence of noise interference, mixed delays,
MRRP, and MIAs. Using recursive matrix inequality (RMI)
techniques, sufficient conditions are derived for achieving the
desired performance and the expected state estimator gains
are derived by minimizing the constrained ellipsoid region.
Ultimately, the efficacy of the developed estimate strategy is
demonstrated through numerical simulation.

Index Terms—Memristive neural networks (MNNs), mixed
delays, multichannel round-robin protocol (MRRP), multimodal
injection attacks (MIAs), state estimation.

I. INTRODUCTION

FOR DECADES, memristive neural network (MNN) is
an active area of research [1], [2], as it is widely
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applicable in domains, such as pattern recognition, digital
image processing [3], and clustering analysis [4]. MNNs are
artificial neural networks (NNs) that can capture historical
information during learning. By enhancing the ability of
the model to remember historical data, its predictive ability
is strengthened. Unlike traditional NNs [5], [6], MNNs can
update the current state based on input information and
generate better output results [7]. MNNs have stronger spa-
tiotemporal continuity, enabling the model to better handle
time-series data and meet many requirements in practical
applications.

The complexity and memory characteristics of MNNs pose
a challenge in directly obtaining the neurons state of MNNs.
To advance the development and deepen our understanding
of the properties of MNNs in various domains, conducting
extensive research on the state estimation problem of MNNs
is imperative. Most existing analysis and estimation methods
are developed based on traditional NNs, and their performance
often falls short when dealing with MNNs that exhibit more
complex dynamic behaviors. Consequently, the state estima-
tion problem of MNNs, which has received relatively little
attention at present, presents a highly valuable topic for further
research.

In the realm of industrial applications, MNNs are commonly
implemented using large-scale integrated circuits that include
memristors. When implementing MNNs in actual scenarios,
the limited information switching speed inevitably leads to
time delays in the interaction among neurons [8], [9], [10].
In [11], a novel algebraic criteria has been introduced to
assess the stability of synchronization in chaotic MNNs that
have time-varying delays and external noise. An approach
to stabilize second-order MNNs featuring mixed delays has
been proposed in [12], using nonreduced-order techniques.
Estimation methodology that accounts for delay distribution
was presented in [13], specifically tailored for discrete-time
MNNs that exhibit mixed delays. Time delays have been a
consistently focal point in the field of MNNs and are recog-
nized as a critical factor that affects estimation performance.
Consequently, one of the primary focal points of this article
is to develop the estimation strategy while considering the
presence of mixed delays.

Due to the higher complexity of MNNs, the data quantity
of measurement output can become rather large, leading to
transmission conflicts and communication congestion issues
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in networks with limited transmission capacity [14], [15].
Industries have adopted communication scheduling protocols
to address the challenges posed by limited network bandwidth.
The employment of communication protocols and their impact
on estimator performance has drawn significant attention [16].
Numerous researchers have identified communication proto-
cols as a key factor for balancing estimation performance
and network resources consumption [17], [18]. The impact of
stochastic communication protocol (SCP) on the estimation
of delayed genetic regulatory networks has been taken into
consideration in [19]. In [20], the weighted try-once-discard
(WTOD) protocol is introduced to alleviate network resource
limitations in time-varying MNNs. In [21], the round-robin
protocol (RRP) is utilized for scheduling signal transmission
between variance-constrained filters with sensor resolutions
and the sensor nodes. Among communication protocols, the
RRP is extensively applied in practical engineering problems
due to its simple implementation principle and equitable
distribution of network communication resources. However,
the existing RRP [21], [22], [23] occupies a single channel to
transmit data, which means that only the signal of a single
sensor node can be received by the remote estimator at each
transmission moment. Although existing communication pro-
tocols can significantly reduce network conflicts, the decreased
efficiency in updating output data leads to a decline in the
performance of the estimator. To address this issue, this article
introduces the multichannel RRP (MRRP), which enables
signals from multiple nodes to be sent concurrently. By adjust-
ing the number of occupied channel, the optimal estimator
performance can be ensured while minimizing network burden
issues. Hence, incorporating multichannel polling protocols
into the design of estimators is a crucial focus of this
research.

Recently, significant attention has been devoted to
researching security issues pertaining to network attacks,
including injection attacks [24], [25], denial-of-service
attacks [26], [27], and deception attacks [28], [29], [30].
Attackers can disrupt the reliability and stability of NNs by
confusing, altering, or deleting their input data, causing erratic
output results. Injection attacks, which inject false signals into
the system and lead to system malfunction, are particularly
prevalent [31], [32]. An impulsive-based approach is proposed
in [33] for achieving almost sure synchronization of NNs with
deception attacks. The identification of injection attacks is
addressed in [34], and a strategy is proposed for achieving
efficient detection. In [35], a dynamic event-triggered control
strategy is developed in MNNs to counter the threats to system
security caused by network attacks. However, the current
models for network attacks are based on a single attack
strategy. In actual networks, malicious attackers often send
multiple false signals to increase their chances of success [36].
The estimators designed solely for a single attack strategy
may be vulnerable when facing injection attacks with multiple
attack strategies [37]. Therefore, this article introduces the
multimodal injection attacks (MIAs) that are capable of
injecting multiple types of false signals. By doing so, we can
enhance the robustness of the estimator against potentially
devastating injection attacks.

By the Lyapunov function analysis method, a resilient
estimation strategy is presented for MNNs incorporating
stochastic delays in [38]. Based on Lyapunov functions,
sufficient conditions are obtained in [13] for MNNs with
fading measurements to ensure the error system remains
bounded. However, when considering the scenarios involving
communication protocols and network attacks, the existing
estimate approaches are futile. Therefore, we introduce an
analytical method that constrains the estimation error within
an ellipsoidal range, which provides significant benefits in
reducing the estimation error.

Drawing inspiration from the above discussions, this article
primarily centers on devising a state estimator for MNNs
with mixed delays, taking into consideration of the effects of
MRRP and MIAs. The introduction of MRRP aims to schedule
signal transmission to alleviate network congestion. The MIAs
are also considered which can render the measurement data
unreliable. The unique features of this article are summarized
as follows.

1) A co-design method of the state and disturbance esti-
mator is developed which is effective in handling the
impact caused by mixed time delays, MPPR, and MIAs.
The negative impacts of external disturbance can also
be reduced with the designed disturbance estimator. By
utilizing recursive matrix inequality (RMI), the estima-
tion errors are constrained within designated ellipsoidal
range and the optimal gain is obtained by minimizing
the trace of constraint matrix.

2) Different from the results which avoid network conflicts
and congestion by using WTOD protocol [20], SCP [19],
and RRP [18], [21], the adopted MRRP in this article
enables multiple transmission channels to have access to
the network simultaneously instead of just one channel
accessible to the network, which optimizes the usage
of network resources and reduces network conflicts
efficiently.

3) Compared with [4], [20], [31], [32], and [38], in which
the state estimation problems were studied under the
assumption that the transmission channel is secure or
subject to single cyber-attacks, this work considers the
scenarios of MIAs when designing the state estimator
for MNNs, which surpasses the existing ones in terms
of generality.

II. PROBLEM FORMULATION

A. System Description

Consider MNNs with mixed delays in the following form:
⎧
⎪⎪⎨

⎪⎪⎩

x(k + 1) = A(x(k))x(k)+ B(x(k))f (x(k))
+D(x(k))f (x(k − τ1))

+M(x(k))
∑τ2

t=1 αtg(x(k − t))+ Gω(k)
y(k) = Cx(k)+ Hω(k)

(1)

where x(k) = coln{xi(k)} and y(k) = colp{yi(k)} are the neural
state and the measurement output, respectively. A(x(k)) =
diagn{ai(xi(k))} is the self-feedback matrix with |ai(xi(k))| <
1. B(x(k)) = (bij(xi(k)))n×n, D(x(k)) = (dij(xi(k)))n×n, and
M(x(k)) = (mij(xi(k)))n×n are connection weight matrices.
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C, G, and H are known matrices. f (x(k)) = coln{fi(xi(k))} and
g(x(k)) = coln{gi(xi(k))} are the nonlinear neuron activation
function (NAF). ω(k) denotes the external disturbance noise.
The positive integers τ1 and τ2 are discrete and distributed
delays, respectively. x0(k)(k = −τ,−τ + 1, . . . , 0) denotes
initial state of x(k) with τ = max{τ1, τ2}. αt(t = 1, 2, . . . , τ2)

represents the connection weights.
The NAFs f (·) and g(·) satisfy the Lipschitz conditions

‖f (z1)− f (z2)‖ ≤ ‖ζ1(z1 − z2)‖ (2)

‖g(z1)− f (z2)‖ ≤ ‖ζ2(z1 − z2)‖ (3)

with f (0) = g(0) = 0, where ζ1 and ζ2 are known constant
matrices.

Similar to the modeling approach used by [39] and [40],
based on the characteristics of memristors, the state-dependent
functions ai(xi(·)), bij(xi(·)), dij(xi(·)), and mij(xi(·)) are
defined as

ai(xi(·)) =
{

āi, |xi(·)| > πi

ai, |xi(·)| ≤ πi

uij(xi(·)) =
{

ūij, |xi(·)| > πi

uij, |xi(·)| ≤ πi

where u denotes b, d, and m. πi, āi, ai, ūij, and uij are known
constants.

Denote

ai,max = max{āi, ai}, ai,min = min{āi, ai}
uij,max = max{ūij, uij}, uij,min = min{ūij, uij}
âi = ai,max + ai,min

2
, ǎi = ai,max − ai,min

2

ûij = uij,max + uij,min

2
, ǔij = uij,max − uij,min

2

γ 1
ij = 0 (i �= j), γ 1

ii =
√ |âi − ǎi|

2

γ 2
ij =

√

|b̂ij − b̌ij|
2

, γ 3
ij =

√

|d̂ij − ďij|
2

γ 4
ij =

√ |m̂ij − m̌ij|
2

� l
ij(xi(k)) =

{
1, |xi(·)| > πi

−1, |xi(·)| ≤ πi
, l = 1, 2, 3, 4.

Then, A(x(k)), B(x(k)), D(x(k)), and M(x(k)) are rewritten
as A(x(k)) = Ā + 	A(k), B(x(k)) = B̄ + 	B(k), D(x(k)) =
D̄ +	D(k), and M(x(k)) = M̄ +	M(k), respectively, where

Ā = diag1≤i≤n{âi}, B̄ =
[
b̂ij

]

n×n

D̄ =
[
d̂ij

]

n×n
, M̄ = [m̂ij

]

n×n

	A(k) = E1Q1(k)F1, 	B(k) = E2Q2(k)F2

	D(k) = E3Q3(k)F3, 	M(k) = E4Q4(k)F4

El = [γ l
11ψ1 · · · γ l

1nψ1 · · · γ l
n1ψn · · · γ l

nnψn
]

Ql(k) = diag{� l
11(x1(k)), . . . ,�

l
1n(x1(k)), . . .

� l
n1(xn(k)), . . . ,�

l
nn(xn(k))}

FT
l = [γ l

11ψ1 · · · γ l
1nψn · · · γ l

n1ψ1 · · · γ l
nnψn

]
.

ψi is a standard basis vector with the ith entry equals to 1,
and QT

l (k)Ql(k) ≤ I.
Thus, MNNs (1) can be rewritten as
⎧
⎪⎪⎨

⎪⎪⎩

x(k + 1) = (Ā +	A(k)
)
x(k)+ (B̄ +	B(k)

)
f (x(k))

+(D̄ +	D(k)
)
f (x(k − τ1))

+(M̄ +	M(k)
)∑τ2

t=1 αtg(x(k − t))+ Gω(k)
y(k) = Cx(k)+ Hω(k).

(4)

B. Multichannel Round-Robin Protocol

MRRP is proposed for preventing congestion of constrained
network caused by the massive signal transmission between
sensors and remote estimators. In contrast to the conventional
RRP which employs a single channel in [21], [22], and [23],
this modified approach selects s(1 ≤ s ≤ p) nodes for
transmitting signals concurrently through s assigned channels.
The selected nodes set S(k) is described as

S(k) = {[s(k − 1)+ l
]
%p + 1

}

0≤l≤s−1 (5)

where p denotes the dimension of y(k), and l is an integer.
With the adoption of MRRP and the zero-order-hold (ZOH)

strategy, the measurement output is updated by

ỹi(k) =
{

yi(k), ifi ∈ S(k)
ỹi(k − 1), otherwise

(6)

where ỹi(k) denotes the signal that estimator receives without
considering MIAs.

For presentation convenience, we define

σi(k) =
{

1, if i ∈ S(k)
0, otherwise

(7)

based on which, we can get

ỹ(k) = �σ(k)y(k)+ (I −�σ(k)
)
ỹ(k − 1) (8)

where �σ(k) = diag1≤i≤p{σi(k)}.
Remark 1: The existing RRP [21], [22], [23] assigns com-

munication privileges to sensor nodes in a rotational manner,
reducing the data throughput that the communication network
needs to handle within a short time frame. This approach
helps to minimize the occurrence of network conflicts and
congestion, under which only one node can be arranged for
signal transmission at each moment. However, the significant
reduction in signal transmission volume also has a consid-
erable adverse effect on the estimator performance. Network
resources are often insufficient to support the transmission
of data from all sensors but there is enough bandwidth to
send a portion of the data. To fully utilize existing network
resources, MRRP with adjustable channel usage has been
introduced. It can specify the number of channels occupied
when scheduling signals according to the specific network
environment, balancing the conflicting relationship between
limited network resources and estimator performance.

Remark 2: In order to better illustrate MRRP, a simple
example is presented below. We assume that there are sensor
nodes located in different regions, if two nodes will be selected
from the three sensor nodes for transmission under MRRP,
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that is, p = 3 and s = 2 in (5), the sensor nodes gain access
to network will be in S(k) at each moment, where

S(k) = {[2(k − 1)
]
%3 + 1,

[
2(k − 1)+ 1

]
%3 + 1

}
.

Then, we can obtain S(1) = {1, 2}, S(2) = {3, 1}, S(3) =
{2, 3}, S(4) = {1, 2}, · · · . Obviously, S(k) is periodic sequence.

C. Multimodal Injection Attacks

Communication network between sensors and remote esti-
mators may be vulnerable to diverse malicious attacks
launched by attackers aiming at the destruction of the
information safety. In the following, we will consider MIAs
with the characteristic of randomly sending multiple types of
false data. The signal ȳ(k) that estimator actually receives can
be modeled as (9) in the presence of MIAs

ȳ(k) = ỹ(k)+ μ(k)
q∑

j=1

ξj(k)λj(k) (9)

where λj(k) represents the misleading signal injected by the
attacker. μ(k) and ξj(k) are Bernoulli random variables with
the expectation μ̄ and ξ̄j, respectively, which satisfy

q∑

j=1

ξj(k) = 1,
q∑

j=1

ξ̄j = 1.

Define

ξ(k) = [ξ1(k)I ξ2(k)I · · · ξq(k)I
]

λ(k) = [λT
1 (k) λ

T
2 (k) · · · λT

q (k)
]T
.

Taking into account actual cases of injection attacks, we
postulate that λ(k) satisfies

λT(k)λ(k) ≤ yT(k)ϑTϑy(k) (10)

where ϑ is a matrix with appropriate dimensions.
Combining (8) and (9) with the ZOH strategy, one has

ȳ(k) = �σ(k)y(k)+ μ(k)�σ(k)ξ(k)λ(k)

+ (I −�σ(k)
)
ȳ(k − 1). (11)

Remark 3: Bernoulli variable μ(k) in (11) is employed
to indicate whether network attacks have occurred or
not [41], [42]. When μ(k) = 1, false data will be injected into
the measurement output. Otherwise, there is no security threat,
the estimator operates normally. Setting different values for μ̄
can change the frequency of attacks.

Remark 4: Compared with some single injection attacks
in [24] and [34], the MIAs investigated in this article is more
concealed due to the diversity of the attack means. In order
to enhance the stealthiness of MIAs and avoid being detected,
the attackers may launch different types of attack signals with
different upper bound, which enhances the concealment of
attack behavior. Therefore, it is meaning to address MIAs and
ensure the systems work normally.

D. Design of State Estimator and Disturbance Estimator

In view of the influences of the MRRP and MIAs, the
following state estimator is devised for system (1):

x̂(k + 1) = Āx̂(k)+ B̄f
(
x̂(k)
)+ D̄f

(
x̂(k − τ1)

)

+ M̄
τ2∑

t=1

αtg
(
x̂(k − t)

)

+ K(k)
(
ȳ(k)− Cx̂(k)

)+ Gω̂(k) (12)

where x̂(k) and ω̂(k) are the estimation of x(k) and ω(k),
respectively. K(k) is the gain matrix.

Similar to [43] and [44], for decreasing the impact of
external disturbances on the estimation performance, devise a
disturbance estimator as

ω̂(k + 1) = ω̂(k)+ L(k)
(
ȳ(k)− Cx̂(k)

)
(13)

in which L(k) is the gain matrix.
Define e(k) = x(k)−x̂(k) and eω(k) = ω(k)−ω̂(k). From (4)

and (12), the state estimation error e(k) is derived as

e(k + 1) = (Ā − K(k)C
)
e(k)+ (	A(k)+ K̃(k)C

)
x(k)

+ B̄f̂ (e(k))+	B(k)f (x(k))

+ D̄f̂ (e(k − τ1))+	D(k)f (x(k − τ1))

+ M̄
τ2∑

t=1

αtĝ(e(k − t))

+	M(k)
τ2∑

t=1

αtg(x(k − t))− K̃(k)ȳ(k − 1)

− μ(k)K(k)�σ(k)ξ(k)λ(k)+ Geω(k)

− K(k)�σ(k)Hω(k) (14)

where

K̃(k) = K(k)
(
I −�σ(k)

)

f̂ (e(k)) = f (x(k))− f
(
x̂(k)
)

f̂ (e(k − τ1)) = f (x(k − τ1))− f
(
x̂(k − τ1)

)

ĝ(e(k − t)) = g(x(k − t))− g
(
x̂(k − t)

)
.

From (9) and (13), we obtain the disturbance estimation error
system as

eω(k + 1) = eω(k)+	ω(k)+ L̃(k)Cx(k)− L(k)Ce(k)

− μ(k)L(K)�σ(k)ξ(k)λ(k)− L̃(k)ȳ(k − 1) (15)

where

L̃(k) = L(k)
(
I −�σ(k)

)
, 	ω(k) = ω(k + 1)− ω(k).

Define η(k) = [
xT(k) ȳT(k − 1) eT(k) eT

ω(k)
]T

, we can
obtain

η(k + 1) = A(k)η(k)+ B(k)f̃ (η(k))+ D(k)f̃ (η(k − τ1))

+ M(k)
τ2∑

t=1

αtg̃(η(k − t))+ C(k)λ(k)+ G(k)ω(k)

(16)

where

A(k) = Ã(k)+	A(k), B(k) = B̃(k)+	B(k)
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D(k) = D̃(k)+	D(k), M(k) = M̃(k)+	M(k)

f̃ (η(k)) = [f̂ T(e(k)) f T(x(k))
]T

f̃ (η(k − τ1)) = [f̂ T(e(k − τ1)) f T(x(k − τ1))
]T

g̃(η(k − t)) = [ĝT(e(k − t)) gT(x(k − t))
]T

Ã(k) =

⎡

⎢
⎢
⎣

Ā 0 0 0
�σ(k)C I −�σ(k) 0 0
K̃(k)C − K̃(k) Ā − K(k)C G
L̃(k)C − L̃(k) − L(k)C I

⎤

⎥
⎥
⎦

	A(k) =

⎡

⎢
⎢
⎣

	A(k) 0 0 0
0 0 0 0

	A(k) 0 0 0
0 0 0 0

⎤

⎥
⎥
⎦

B̃(k) =

⎡

⎢
⎢
⎣

0 B̄
0 0
B̄ 0
0 0

⎤

⎥
⎥
⎦, 	B(k) =

⎡

⎢
⎢
⎣

0 	B(k)
0 0
0 	B(k)
0 0

⎤

⎥
⎥
⎦

D̃(k) =

⎡

⎢
⎢
⎣

0 D̄
0 0
D̄ 0
0 0

⎤

⎥
⎥
⎦, 	D(k) =

⎡

⎢
⎢
⎣

0 	D(k)
0 0
0 	D(k)
0 0

⎤

⎥
⎥
⎦

M̃(k) =

⎡

⎢
⎢
⎣

0 M̄
0 0
M̄ 0
0 0

⎤

⎥
⎥
⎦, 	M(k) =

⎡

⎢
⎢
⎣

0 	M(k)
0 0
0 	M(k)
0 0

⎤

⎥
⎥
⎦

C(k) =

⎡

⎢
⎢
⎣

0
μ(k)�σ(k)ξ(k)

−μ(k)K(k)�σ(k)ξ(k)
−μ(k)L(K)�σ(k)ξ(k)

⎤

⎥
⎥
⎦

G(k) =

⎡

⎢
⎢
⎣

G
�σ(k)H

−K(k)�σ(k)H
J(k)− I

⎤

⎥
⎥
⎦.

Assumption 1 [44]: For the external disturbances ω(k) and
time-varying matrices J(k), there exist known matrices J1 and
J2 such that

ω(k + 1) = J(k)ω(k), J1 ≤ J(k) ≤ J2. (17)

Assumption 2: For known matrix P̃(0) > 0, the initial state
x0(k)(k = −τ,−τ + 1, . . . , 0) satisfies

xT
0 (k)P̃

−1(0)x0(k) ≤ 1. (18)

Assumption 3: For known positive-definite matrix W(k) and
external disturbance ω(k), there exists

ωT(k)W−1(k)ω(k) ≤ 1. (19)

This article focuses on proposing an estimator that can
restrict the estimation error e(k) and eω(k) within certain
ellipsoidal regions. For augmented system (16) and positive
matrix sequences P(k), we hope to have sufficient conditions
such that η(k) satisfies the P(k)-dependent constraint as

P(k) = ηT(k)P−1(k)η(k) ≤ 1. (20)

III. MAIN RESULT

The objective of this section is to establish adequate
prerequisites that ensure the fulfillment of P(t)-dependent
constraint (20) by system (16). Afterward, an algorithm is
presented to calculate K(k) and L(k) in the presence of MIAs
and MRRP. We will begin by introducing a few lemmas that
will assist in the ensuing derivation.

Lemma 1 [20]: The quadratic functions Zl(ς)(ς ∈ R
r) are

Zl(ς) = ςTVlς, (l = 0, 1, . . . , q̃) with VT
l = Vl.

Then

Z1(ς) ≤ 0, . . . ,Zq̃(ς) ≤ 0 −→ Z0(ς) ≤ 0 (21)

holds if there exist β1 > 0, . . . , βq̃ > 0 such that

V0 −
q̃∑

l=1

βlVl ≤ 0. (22)

Lemma 2 [45]: For matrices � = �T , X, Y and UTU ≤ I,
then

�+ XUY + (XUY)T ≤ 0 (23)

holds if there exists scalar � > 0 such that

�+ �XXT + �−1YTY ≤ 0. (24)

Theorem 1: Consider MNNs (1) and the estimator (12). The
P(t)-dependent constraint is satisfied for the system (16) if
there exist positive-definite matrices P(k), K(k), L(k), scalars
δ(k), εj(k)(j = 1, 2, 3, 4, 5, 6, 7) such that

⎡

⎢
⎢
⎣

�(k) ∗ ∗ ∗
�̂(k) − P(k + 1) ∗ ∗
δ(k)ET 0 − δ(k)I ∗

F 0 0 − δ(k)I

⎤

⎥
⎥
⎦ ≤ 0 (25)

where

�(k) =
[−�̃(k) ∗
�̃(k) −P(k + 1)

]

�̃(k) = I1 +
7∑

j=1

εj(k)�j(k)

�̃(k) = [0 Ã(k)R(k) 0 0 B̃(k) D̃(k)
M̃(k) C̃(k) G̃(k) ]

�̄(k) =
⎡

⎣ 0 . . . 0︸ ︷︷ ︸
7

C̄(k) 0

⎤

⎦, �̂(k) = [�̄(k) 0
]

I1 = diag{1, 0 . . . 0︸ ︷︷ ︸
8

}, I2 = [I 0 0 0
]

I3 = [0 0 I 0
]
, �1(k) = diag{−1, I, 0 . . . 0︸ ︷︷ ︸

7

}

�2(k) = diag{−1, 0, I, 0 . . . 0︸ ︷︷ ︸
6

}

�3(k) = diag{0,−2RT(k)
(IT

3 ζ
T
1 ζ1I3 + IT

2 ζ
T
1 ζ1I2

)
R(k)

0, 0, I, 0, 0, 0, 0}
�4(k) = diag{0, 0,−2RT(k − τ1)

(IT
3 ζ

T
1 ζ1I3

+IT
2 ζ

T
1 ζ1I2

)
R(k − τ1), 0, 0, I, 0, 0, 0}
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�5(k) = diag{0, 0, 0,−diag{τ2α
2
t

(IT
3 ζ

T
2 ζ2I3

+IT
2 ζ

T
2 ζ2I2

)}1≤t≤τ2 , 0, 0, I, 0, 0}
�6(k) = diag{0,−2RT(k)IT

2 CTϑTϑCI2R(k)

0 . . . 0︸ ︷︷ ︸
5

, I,−2HTϑTϑH}

�7(k) = diag{−1, 0 . . . 0︸ ︷︷ ︸
7

,W−1(k)}

C̃(k) =

⎡

⎢
⎢
⎣

0
μ̄�σ(k)ξ̄

−μ̄K(k)�σ(k)ξ̄
−μ̄L(K)�σ(k)ξ̄

⎤

⎥
⎥
⎦, C̄(k) =

⎡

⎢
⎢
⎣

0
μ̃�σ(k)ξ̃

−μ̃K(k)�σ(k)ξ̃
−μ̃L(k)�σ(k)ξ̃

⎤

⎥
⎥
⎦

μ̃ = √μ̄(1 − μ̄), ξ̃j =
√

ξ̄j
(
1 − ξ̄j

)
, (j = 1, 2, . . . , q)

ξ̄ = [ξ̄1I ξ̄2I · · · ξ̄qI
]
, ξ̃ = [ξ̃1I ξ̃2I · · · ξ̃qI

]

G̃(k) =

⎡

⎢
⎢
⎣

G
�σ(k)H

−K(k)�σ(k)H
J2 − I

⎤

⎥
⎥
⎦, Ẽl =

⎡

⎢
⎢
⎣

El

0
El

0

⎤

⎥
⎥
⎦, (l = 1, 2, 3, 4)

El =
⎡

⎣ 0 . . . 0︸ ︷︷ ︸
9

ẼT
l

⎤

⎦

T

, E = [E1 E2 E3 E4
]

F̃1 = [F1 0 0 0
]
, F̃κ = [0 Fκ

]
, (κ = 2, 3, 4)

F =

⎡

⎢
⎢
⎣

0 F̃1 0 0 0 0 0 0 0 0
0 0 0 0 F̃2 0 0 0 0 0
0 0 0 0 0 F̃3 0 0 0 0
0 0 0 0 0 0 F̃4 0 0 0

⎤

⎥
⎥
⎦.

Proof: This theorem is demonstrated by employing mathe-
matical induction. By applying Assumption 2, when k = 0

E{P(0)} = E

{
ηT(0)P−1(0)η(0)

}
≤ 1. (26)

Given that E{P(k)} ≤ 1, it is required to demonstrate the
validity of E{P(k + 1)} ≤ 1.

Applying the Cholesky decomposition to P(k), we can have
P(k) = R(k)RT(k), where R(k) is a lower-triangular matrix.
Referring to [46], we are aware that η̄(ι) exists with ‖η̄(ι)‖ ≤ 1
such that η(ι) = R(ι)η̄(ι) for ι ∈ {0, 1, . . . k}.

Define

ητ2(k) = [ηT(k − 1) ηT(k − 2) · · · ηT(k − τ2)
]T

η̃(k) =
[

1 η̄T(k) η̄T(k − τ1) η
T
τ2
(k) f̃ T(η(k))

f̃ T(η(k − τ1))
∑τ2

t=1 αtg̃T(η(k − t)) λT(k) ωT(k)
]T

�(k) = [0 A(k)R(k) 0 0 B(k) D(k)
M(k) C(k) G(k) ]

we have

η(k + 1) = �(k)η̃(k) (27)

and thus

E{P(k + 1)} − 1

= E
{
η̃T(k)

(
�T(k)P−1(k + 1)�(k)− I1

)
η̃(k)

}
. (28)

Considering ‖η̄(ι)‖ ≤ 1(ι ∈ {0, 1, . . . , k}), we obtain
‖η̄(k)‖2 ≤ 1 and ‖η̄(k − τ1)‖2 ≤ 1. Hence, one has

η̃T(k)�1η̃(k) ≤ 0 (29)

η̃T(k)�2η̃(k) ≤ 0. (30)

Noticing (2), we get

f̃ T(η(k))f̃ (η(k)) ≤ eT(k)ζ T
1 ζ1e(k)+ xT(k)ζ T

1 ζ1x(k)

= ηT(k)
(IT

3 ζ
T
1 ζ1I3 + IT

2 ζ
T
1 ζ1I2

)
η(k). (31)

Based on (31), one obtains

η̃T(k)�3η̃(k) ≤ 0 (32)

η̃T(k)�4η̃(k) ≤ 0. (33)

Noting (3), we have
(
τ2∑

t=1

αtg̃(η(k − t))

)T( τ2∑

t=1

αtg̃(η(k − t))

)

≤ τ2

τ2∑

t=1

α2
t g̃T(η(k − t))g̃(η(k − t))

≤ ηT
τ2
(k)diag{τ2α

2
t

(IT
3 ζ

T
2 ζ2I3 + IT

2 ζ
T
2 ζ2I2

)}1≤t≤τ2ητ2(k)

(34)

which can be rewritten as

η̃T(k)�5η̃(k) ≤ 0. (35)

In view of (10), one has

E{λT(k)λ(k)}
≤ (Cx(k)+ Hω(k)

)T
ϑTϑ

(
Cx(k)+ Hω(k)

)

= 2ηT(k)IT
2 CTϑTϑCI2η(k)+ 2ωT(k)HTϑTϑHω(k). (36)

It follows from (36) that:

η̃T(k)�6(k)η̃(k) ≤ 0. (37)

From Assumption 3, we get

η̃T(k)�7(k)η̃(k) ≤ 0. (38)

Using Lemma 1, one has

E
{
�T(k)P−1(k + 1)�(k)

}− I1 −
7∑

j=1

εj(k)�j(k) ≤ 0. (39)

After calculating the expectations for μ(k) and ξ(k), we can
rewrite (39) with the Schur complement as

[−�̃(k) ∗
�̃(k) − P(k + 1)

]

+ �̄T(k)P−1(k + 1)�̄(k)

+ E
{EQ(k)F + (EQ(k)F)T} ≤ 0 (40)

where

Q(k) = diag{Q1(k),Q2(k),Q3(k),Q4(k)}.
By applying Lemma 2 and Schur complement, it is easy

to deduce (40) is ensured by (25). It follows from (25) that
E{P(k + 1)} ≤ 1. �
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Algorithm 1 Calculating K(k) and L(k)
Step 1. Set k = 0. The initial condition P(0) and total

sampling time T are given.
Step 2. Calculate R(k) based on P(k) = R(k)RT(k).
Step 3. Solving (41) under constraint (25). Then, we can

obtain K(k) and L(k).
Step 4. Set k = k + 1. If k > T , go to Step 5, else, go to

Step 2.
Step 5. Stop.

Next, we use convex optimization methods to minimize
ellipsoid range constraint matrix P(k + 1) and provide an
iterative algorithm for calculating the gain K(k) and L(k).

Theorem 2: Considering the system (16), the constraint
matrix P(k) is minimized if the parameters K(t), L(k), εj(j =
1, 2, . . . , 7), and δ(k) are derived by solving the following
optimization problem s.t. (25):

min
K(k),L(k),εj,δ(k)

tr{P(k + 1)}. (41)

Remark 5: In Theorem 2, the state and disturbance estimator
have been designed for MNNs subject to MRRP, MIAs,
and disturbance noise. It can be seen from Theorem 2 and
Algorithm 1 that the influences of these factors are reflected
in the design process. The impacts of these factors are
demonstrated by the simulation part.

Remark 6: The estimator gains can be derived by using
Algorithm 1 and it will need to calculate the optimization
problem on each iteration of the loop. The computational
complexity of Algorithm 1 is dependent on the constraint
condition LMI (25) in Theorem 1, the MRRP, the number of
decision variables, and the dimensions of neural state x(k) and
the measurement output y(k). The computational complexity
of Algorithm 1 will increase if the dimensions of neural state
and measurement output become higher and the number of
decision variables and constraint conditions become larger.

IV. ILLUSTRATIVE EXAMPLE

In this section, an instance of simulation is presented to
demonstrate the performance of the developed state estimator.

Consider MNNs (1) with parameters

a1(x1(·)) =
{

0.54, |x1(·)| > 0.15
0.58, |x1(·)| ≤ 0.15

a2(x2(·)) =
{

0.64, |x2(·)| > 0.15
0.82, |x2(·)| ≤ 0.15

b11(x1(·)) =
{−0.43, |x1(·)| > 0.15

0.27, |x1(·)| ≤ 0.15

b12(x1(·)) =
{−0.35, |x1(·)| > 0.15

−0.28, |x1(·)| ≤ 0.15

b21(x2(·)) =
{

0.42, |x2(·)| > 0.15
−0.19, |x2(·)| ≤ 0.15

b22(x2(·)) =
{−0.31, |x2(·)| > 0.15

0.34, |x2(·)| ≤ 0.15

d11(x1(·)) =
{

0.44, |x1(·)| > 0.15
0.18, |x1(·)| ≤ 0.15

d12(x1(·)) =
{−0.37, |x1(·)| > 0.15

0.23, |x1(·)| ≤ 0.15

d21(x2(·)) =
{

0.52, |x2(·)| > 0.15
−0.15, |x2(·)| ≤ 0.15

d22(x2(·)) =
{

0.61, |x2(·)| > 0.15
−0.16, |x2(·)| ≤ 0.15

m11(x1(·)) =
{

0.42, |x1(·)| > 0.15
0.44, |x1(·)| ≤ 0.15

m12(x1(·)) =
{

0.18, |x1(·)| > 0.15
0.15, |x1(·)| ≤ 0.15

m21(x2(·)) =
{

0.14, |x2(·)| > 0.15
0.16, |x2(·)| ≤ 0.15

m22(x2(·)) =
{

0.62, |x2(·)| > 0.15
0.67, |x2(·)| ≤ 0.15

C =
⎡

⎣
0.30 0.20
0.25 0.24
0.31 0.21

⎤

⎦,G =
[

0.12 0.21
0.24 0.16

]

H =
⎡

⎣
0.21 0.17
0.15 0.12
0.08 0.11

⎤

⎦.

The NAFs are set as

f (x(k)) =
[

0.22x1(k)+ 0.30 cos(2.78x1(k))
0.25x2(k)+ 0.20 sin(3.86x2(k))

]

g(x(k)) =
[

1.10x1(k)− 3.12 sin(x1(k))
2.21x2(k)− 2.58 tan(x2(k))

]

with the Lipschitz constant matrices

ζ1 =
[

1.85 0
0 1.02

]

, ζ2 =
[

4.22 0
0 4.79

]

.

The random disturbance noise

ω(k) =
[

0.12 sin(0.53k)+ r1(k)
0.08 cos(0.45k)+ r2(k)

]

.

r1(k) and r2(k) are zero-mean random variables following a
normal distribution with variances 0.02 and 0.03, respectively.

The scheduling policy of MRRP is introduced to prevent
data collisions, under which each sensor node has equal
opportunity to gain access to the network. Although there are
three sensor nodes in this example, only two sensor nodes
are permitted to transmitted their measurement outputs via
the corresponding network channel at each time instant. The
data transmission sequence is decided by the MRRP. Fig. 6
illustrates the selected nodes whose measurements will be
transmitted under MRRP.

Set the occurring probability of MIAs μ̄ = 0.3, the false
signals are

λ1(k) = [0.52 sin(k) 0.23 sin(k) 0.28 cos(k)
]T

λ2(k) = [0.47 sin(k) 0.22 sin(k) 0.35 cos(k)
]T

λ3(k) = [0.38 sin(k) 0.17 sin(k) 0.13 cos(k)
]T
.

Let

ξ̄ = [0.3I 0.3I 0.4I
]
, ϑ =

⎡

⎣
1.37 0 0

0 0.62 0
0 0 0.76

⎤

⎦.
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Fig. 1. x(k) and its estimation x̂(k) under τ1 and τ2.

Fig. 2. State estimation error e(k) under different delays.

The initial states are

x0(k) = [0.45 0.61
]T
, (k = −τ,−τ + 1, . . . , 0)

and P(0) = 0.85I.
Through utilizing the MATLAB YALMIP 4.0 toolbox, we

have solved the optimization problem (41) and the simulation
results are demonstrated in Figs. 1–8. For given τ1 = 1, τ2 =

Fig. 3. e(k) under different noise.

Fig. 4. eω(k) under different noise.

3, α1 = 0.6, α2 = 0.3, α3 = 0.1, the system state x(k) and
its estimate x̂(k) are displayed in Fig. 1, which shows that
the designed estimator can approximate the system state. The
influences of the time delays are examined in Fig. 2, which
depicts the estimation errors for given different time delays.
From Fig. 2, we can see higher delays have a certain adverse
effect on the performance of the estimator.

The following presented simulation results are under delays
τ1 = 1 and τ2 = 3.

To examine the impact of random disturbance noise on
estimation performance, a comparison is provided in Figs. 3
and 4. Set the disturbance noise with high amplitude as
follows:

ω(k) =
[

0.23 sin(0.43k)+ r3(k)
0.21 cos(0.73k)+ r4(k)

]

.

r3(k) and r4(k) are zero-mean random variables following a
normal distribution with variances 0.06 and 0.07, respectively.

Fig. 3 demonstrates the state estimation error e(k) under
different noise. Fig. 4 displays the disturbance estimation error
eω(k) under different noise. From Figs. 3 and 4, it can be
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Fig. 5. e(k) with and without disturbance estimator.

Fig. 6. Selected nodes under MRRP.

observed that the stronger disturbance noise may cause a slight
increase in estimation errors e(k) and eω(k).

Fig. 5 illustrates the e(k) without and with the disturbance
estimator, which shows the disturbance estimator is capable of
estimating the external noise. By employing the disturbance
estimator, the adverse impact of unknown disturbance noise
on the accuracy of state estimation is further reduced. The
average state estimation error decreases a bit.

Fig. 7 illustrates the instants of MIAs with low amplitude
and the selected attack strategy λj(k). To assess the impact of
different MIAs on estimation performance, set the false signal
of MIAs with high amplitude as follows:

λ1(k) = [1.02 sin(k) 0.73 sin(k) 0.78 cos(k)
]T

λ2(k) = [0.97 sin(k) 0.72 sin(k) 0.85 cos(k)
]T

λ3(k) = [0.88 sin(k) 0.67 sin(k) 0.63 cos(k)
]T
.

Fig. 8 displays the state estimation error e(k) without
attacks and under different attacks, which illustrate that the
estimation error increases under MIAs. Furthermore, an esca-
lation in the amplitude of MIAs also leads to a further

Fig. 7. Instants of MIAs occurrence.

Fig. 8. e(k) without attacks and under different attacks.

amplification of e(k). From the simulation outcomes men-
tioned above, we can see the designed state estimation strategy
works well under the MRRP and the MIAs.

V. CONCLUSION

This article has explored the state estimation for MNNs
with mixed delays, MRRP, and MIAs. MRRP is implemented
to arrange a plurality of sensor nodes concurrently transmit
their signals, with the aim of easing network congestion
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and decreasing network load. The proposed MIAs with dif-
ferent attack strategies are addressed which is practical for
actual scenarios. Through the application of RMI technique,
sufficient conditions to limit the estimation error within a
specified ellipsoidal range are established. The estimator gains
are obtained by solving the optimization problem presented
in Theorem 2, and their effectiveness is confirmed through
simulation results. In addition, sliding-mode observers design
for MNNs is an interesting problem. Moving forward, we will
investigate the sliding-mode observer and external disturbance
observer design for MNNs.
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