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Outlier-Resistant Distributed Filtering Over Sensor
Networks Under Dynamic Event-Triggered

Schemes and DoS Attacks
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Abstract— This paper focuses on the problem of outlier-
resistant distributed filtering under dynamic event-triggered
scheme (DETS) and cyber-attacks over sensor networks. A novel
distributed DETS is proposed, which allows us to minimize
the data-releasing rate while simultaneously preventing abrupt
data from being sent over the network. Consider the situation
of measurement outliers in presence, a saturation function is
used in distributed filter design to confine the contaminated
signals so as to improve filtering performance. The occurrence of
stochastic DoS attacks which may corrupt the measurement in the
sensor networks are also considered. Sufficient conditions for the
expected filter are derived while guaranteeing the asymptotically
stability of the filtering error system with a guaranteed H∞

performance index γ . A numerical simulation is given to illustrate
the effectiveness of the theoretical analysis and design method.

Note to Practitioners—The issue of filtering over sensor net-
works is subject to network impections induced by the limited
communication resources and cyber-attacks. Since these imper-
fections may lead to performance degration or instability of the
system, it is critical to take some measures to reduce unnecessary
signal communication among sensor nodes and eliminate the
adverse effects of cyber-attacks. Besides, the measurement out-
liers are frequently encountered due to sensor aging or abnormal
disturbances, which may impair the accuracy of the estimation
resuts. In this paper, the outlier-resistant distributed filtering
problem is investigated in sensor networks subject to dynamic
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event-triggered schemes and DoS attacks. A co-design method of
the DETS and the distributed filter is propsed which can gurantee
the desired system performance.

Index Terms— Cyber-attacks, distributed filtering, dynamic
event-triggered schemes, outlier-resistant.

I. INTRODUCTION

IN THE past few years, networked control systems (NCSs)
have attracted widespread attention owing to their potential

application in engineered genetic circuits [1], underwater vehi-
cle [2], remote surgery and so on. Different from traditional
wire transmission, the components in NCSs communicate and
share information via wireless network which reduces the
complexity and the maintenance cost of the control systems.
The insertion of the wireless network may inevitable bring
about some undesired issues such as time delays, package
dropouts, missing measurements, etc., [3], [4], [5], [6], [7],
and [8]. In recent few years, increasing effort has been
devoted to deal with these phenomena in filter and control
problems. For example, considering the impact of uncertain
time delays introduced by a communication network between
plants and controllers in each subsystem, Li et al. [3] provided
a discrete-time control approach for complex NCSs. To solve
the chance-constrained problems in the control systems, Tian
et al. proposed a prominent lemma to transform the chance
constraints into deterministic ones, which shortened the gap
significantly between the probabilistic purpose and the deter-
ministic ones. Bahreini et al. [6] focused on the robust and
reliable output feedback control problem for uncertain NCSs
subject to both packet dropouts and time delays. In [7],
under the influence of time delays and missing measurements,
authors designed a new prediction-based distributed filter,
in which the measurement missing probability of each sensor
node are unique.

In the wake of developments in wireless sensor, computing
and wireless communication technology, sensor networks have
been extensively employed in many domain ranging from
target tracking [9], battlefield monitoring [10], to industrial
automation [11]. The fundamental idea of sensor networks is
to utilize several sensor nodes spread out across certain area to
supervise and detect realistic ambient conditions or aggregate
data from moving data packages through communication net-
work. The wireless sensor network’s essential characteristic
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is that these smart sensor nodes work with one another
according to an interaction topology to achieve a shared
detecting, tracking, or monitoring goal [18]. In other words,
the main aspect of distributed filtering in sensor networks,
as opposed to typical single sensor filtering methods, is that
the accessible information on each sensor node is from its own
measurement and nearby sensors via information sharing. The
distributed filtering method is considered to have good filtering
performance because it has cooperative information processing
and strong robustness to sensor unreliability. Nowadays, the
filtering over sensor networks has become a critical research
topic [12], [13], [16], [17]. For instance, [12] focused on the
distributed set-membership filters design method for discrete-
time nonlinear systems under event-triggered (ET) schemes
over sensor networks. In [13], Tian et al. proposed the dis-
tributed filter design method over sensor networks confined
by state constraints and subject to denial-of-service (DoS)
attacks. In [14], the problem of distributed filters design was
discussed over sensor networks, in which the locally optimal
filter gain was derived. Recently, the authors in [15] addressed
the detection mechanism for detecting attacks and a secure ET
distributed kalman filter over sensor networks was proposed.
Up to now, the secure H∞ distributed filtering over sensor
networks with dynamic ET scheme and abnormal data has not
been adequately addressed in the literature, which motivates
the current research.

As we know, in wireless network, the communication
capacity is often constrained resulted by the limited network
bandwidth, which has drawn growing attention in recent
decades [19], [20], [21], [22]. Some effective methods have
been put forward to improve the utilization of network band-
width [23], [24], [25], [26]. For example, by selecting a sample
internal, the self-triggered mechanism of [23] was customized
to design a predictive control algorithm while ensuring the
quick decrease of prediction costs associated with appropriate
predictive control inputs. As opposed to certain current self-
triggered mechanisms, a sampled-data-based ET mechanism
can provide a positive minimum inter-event time and make it
possible to jointly design adequate feedback controllers and
ET threshold parameters [27], [28], [29]. In [27], the authors
presented an overview of the sampled-data-based ET control
problem and conducted a thorough research. The authors
developed an adaptive ET mechanism in [28], in which the
adaptive threshold is decided by the system’s dynamic error
rather than a predefined constant. Besides, a dynamic ET
technique was used in [29] to improve resource efficiency and
the consensus of the mutiagent systems was achieved. How-
ever, among most of the above mentioned results, researchers
focus on the variations of the error between the newly data
packet and the last released one while designing the triggering
conditions, neglecting the impacts of the abrupt signals which
are triggered mistakenly. How to devise ET conditions and
prevent erroneous event is an interesting issue, which gives
rise to another motivation of our research.

Aside from the issue of restricted network capacity, cyber-
attack is another issue that must be actively addressed in
NCSs. As we all know, the flexibility of installation and
superiority in maintenance can be improved when data packets

transmitted via wireless communication channels. In view of
this advantage, wireless network communication has been
widely applied in NCSs [30], [31]. However, the openness
characteristic of wireless network may also lead to loss of
security protection. The high-stakes of being targeted by
malevolent adversaries that comes with wireless data transfer
is unavoidable. Therefore, data transmission security issue is
worth researching [32], [33], [34]. In industry, there are three
kinds of attacks commonly encountered, namely, deception
attack [35], [36], [37], replay attack [39] and DoS attack [13],
[17], [40], [41], which have been paid increasing attention.
Deception attacks are a common type of data integrity attacks,
through which the hacker attempts to make the system accept
certain incorrect data as true. In [35], the author considered
the spectacle that hacker disturb the normal running of the
system by injecting data into the transmitted data between
each pair of sensors. Another common cyber attack is the
replay attack, which maliciously reproduces transmitted data
to influence system operation. Liu et al. focused on the
filter design problem under replay attacks which may have a
serious impact on system performance in [39]. The objective
of DoS attack is to disrupt data transmission and destroy
system performance, which should be considered in system
design and analysis. In [13], the DoS attacks has been taken
into consideration when the authors designed the distributed
filters for stochastic systems. So far, how to protect the NCSs
against potential cyber attacks is still one of the challenging
issues. Thus, it makes great sense to investigate the distributed
filtering problem over sensor networks that are vulnerable to
be attacked and abnormal dada.

For different reasons, including operation faults, sensor
noises/failures, and external disturbances, the measurement
output may face sudden but substantial disturbances, which
is called measurement outliers. Measurement outliers can
cause anomalous variation, which, if used in the filter imple-
mentation, can cause aberrant innovation and, as a result,
decrease the filters performance [14], [42], [43]. Obviously,
it makes sense to investigate the outlier-resistant filtering
problem by eliminating/inhibiting the side-effects generated
by measurement outliers [44], [45], [46]. Fortunately, some
outlier resistant filtering or control method have been available.
In [44], to limit the influence of measurement outliers on the
estimation error dynamics, Li et al. proposed a confidence-
dependent saturation function. For the sake of maintaining
satisfactory filtering performance, the author in [45] designed
an outlier-resistant recursive filter which can restrict the signals
tainted by measurement outliers. Zhao et al. proposed an
outlier-resistant proportional-integral observer design approach
handling the negative impacts of deception attacks on the
estimation performance in [46]. So far, the methods of the
distributed filtering over sensor networks against measurement
outliers have not been fulfilled, which also motivates the
current research.

Motivated by the above-mentioned analysis, in this paper,
we are interested in investigating the outlier-resistant dis-
tributed filtering for sensor networks under dynamic event-
triggered schemes (DETS) against DoS attacks. The main
contributions of this article are summarized as follows.
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1) A novel distributed DETS will be designed to determine
when each sensor transmits events with its adjacent
sensor nodes. The proposed distributed DETS can not
only avoid the constant occupancy of communication
resources, but also prohibit some abrupt data that is
unnecessary to the system from being released into the
network;

2) An outlier-resistant distributed filtering method will be
presented to tackle the problem that the sensor sig-
nals may experience abrupt disturbances induced by
unforeseeable sensor failures, unexpected environmental
variations, or malicious cyber-attacks, bringing about
measurement outliers. Applying the outlier-resistant
method, the measurement outliers will be tackled and
desired filtering performance will be maintained;

3) To account for the occurrence of DoS attacks in infor-
mation interchange and transmission, a unified sensor
measurement transmission model will be proposed. The
model shows how DoS attacks disrupt the exchange
of information among adjacent sensors and how the
measurement outputs from each sensor to a remote filter
is destroyed.

II. SYSTEM DESCRIPTION

A. Plant

Consider the plant presented as a NCS as follows:{
x(k + 1) = Ax(k) + Bω(k)

z(k) = Dx(k)
(1)

where x(k) ∈ Rnx and z(k) ∈ Rnz stand for the system
state and objective output signal to be estimated, respectively;
ω(k) ∈ Rnw represents the exogenous disturbance which
belongs to L2[0, ∞); and A ∈ Rnx ×nx , B ∈ Rnx ×nw , D ∈

Rnz×nx are known constant matrices.

B. Sensor Measurement Model

In this paper, there are N sensor nodes distributed in the
sensor networks in line with a given topology which can
be represented by an directed graph G = (V, E). V =

{1, 2, · · · , N } and E ∈ V × V are the index set of N sensor
nodes and the edge set of coupled sensor nodes, respectively.
An edge of G is given by the ordered couple (i, j), which
shows that a single direction information exchange from the
sensor of node i to the filter of node j . The adjacent matrix
of graph G is express as A = [ai j ]N×N , the element ai j of
which associated with edge (i, j) is positive, that is, ai j = 1 if
(i, j) ∈ E , otherwise, ai j = 0. Moreover, the self-loops of
sensor nodes are permitted ai j = 1. A group of neighbors of
the node i is represented by Ni = { j : ( j, i) ∈ E}.

For each node i ∈ V , the output measurement model of
sensor node i for above system (1) is given as follows:

yi (k) = Ci x(k) (2)

where yi (k) ∈ Rny denotes the measurement output received
by the sensor i from the plant. Ci ∈ Rny×nx is a known constant
matrix.

Fig. 1. The structure of outlier-resistant distributed filtering over sensor
networks under DETS and DoS attacks.

For the convenience of later analysis, define x̄(k) ≜
colN {x(k)}, ȳ(k) ≜ colN {yi (k)}, z̄(k) ≜ colN {z(k)}, the model
of plant and sensors can be describe by

x̄(k + 1) = Āx̄(k) + B̄ω(k)

ȳ(k) = Ĉ x̄(k)

z̄(k) = D̄x̄(k)

(3)

with Ā ≜ IN ⊗ A, B̄ ≜ colN {B}, Ĉ ≜ diagN {Ci }, D̄ ≜ IN ⊗D.

C. Distributed Dynamic Event-Triggered Scheme

The purpose of this part is to establish a novel distributed
DETS to decide the frequency of each sensor’s signals trans-
mitted to the network. In the sensor network shown in Fig. 1,
whether the current data package from each sampler should be
released to the subfilter is depend on its corresponding DETS.
The proposed dynamic ET condition is given by{

λiφi (k) > θi (k)

φi (k) = eT
i (k)G i ei (k) − δi yT

i (T t
i )G i yi (T t

i )
(4)

where {T t
i } is the sequence of releasing instants, λi and δi are

given constants, G i is the dynamic ET matrix to be designed,
θi (k) is an auxiliary offset variable updating by the following
rules: {

θi (k + 1) = εiθi (k) − φi (k)

θi (0) ⩾ 0
(5)

with θi (k) ⩾ 0, εi ∈ (0, 1) in which λiεi ⩾ 1, and the error
ei (k) is defined as ei (k) = yi (T t

i ) − yi (T t
i + 1) with

yi (T t
i + 1) = µi [yi (k) − yi (T t

i )] + yi (T t
i ) (6)

If the dynamic ET condition (4) is violated, the current
signal will be released to the wireless network. However,
one can see abrupt signals are more likely to violate the
condition (4) than those signals with normal variation, that
will lead to the consequence that these incorrect package
are released to the internet. Therefore, in order to avoid this
situation, one can set an adjustment factors µi ∈ (0, 1] when
defining the error ei (k) for each node i .

Remark 1: In this paper, different from error in traditional
DETS with ei (k) = yi (T t

i ) − yi (k), the proposed distributed
DETS redefines the error as ei (k) = yi (T t

i )− yi (T t
i +1) with

an artificial output yi (T t
i +1) = µi [yi (k)− yi (T t

i )]+ yi (T t
i ) to

prevent the abrupt signals from being released into the wireless
network. In (6), if the value of µi is 1, the error of proposed
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distributed DETS reduces to the traditional DETS. However,
if µi equals to a value between 0 and 1, the result of yi (T t

i +1)

will be a combination of yi (T t
i ) and yi (k).

Remark 2: For the purpose of saving limited network
resource, many literatures have already investigated about
DETSs. Whereas, the impact of abrupt signals (that may be the
incorrect data) have not been taken into consideration in most
of the existing literature. As such, we develop DETS in (4)
to account for this phenomena in this article. The DETS (4)
has not been considered in distributed filter design over sensor
networks, which is still a challenging issue.

Remark 3: For all k ∈ N, the auxiliary offset variable
θi (k) ≥ 0, i ∈ V if the given scalar εi and λi satisfy εi ∈ (0, 1)

and λiεi ⩾ 1. The details of proof can be found in Lemma 1
of [47].

From the definition of ei (k) and equation (6), the signal
released into the networked transmission channel can be
described as follows

yi (T t
i ) =

1
µi

ei (k) + yi (k), (7)

then let ŷ(T t ) ≜ colN {yi (T t
i )}, ê(k) ≜ colN {ei (k)}, the

triggered signals are denoted as follows:

ŷ(T t ) = µI ê(k) + ȳ(k) (8)

where µI = (diagN {
1
µi

}) ⊗ Iny .

D. Distributed Filter Under DoS Attacks

In this section, the DoS attack is considered when the signal
is transmitted through the wireless network. Besides, due to the
existence of measurement outliers, which would deteriorate the
observer performance or even destabilize the error dynamics,
we purposely introduce a saturation function when modeling
the distributed filter. Based on above-mentioned, filter i with
the following form is developed to estimate system state x(k)

of plant:
x̂ i (k + 1) = Âi x̂ i (k) + B̂iχ(

∑
j∈Ni

ai j (αi (k)y j (T t
i )

−C j x̂ j (k)))

ẑi (k) = D̂i x̂ i (k)

(9)

where x̂ i (k) ∈ Rm and ẑi (k) ∈ Rq stand for the filter state
and the estimation output vector of i th filter, respectively; and
Âi ∈ Rnx ×nx , B̂i ∈ Rnx ×ny , D̂i ∈ Rny×nx are filter gain matrices
to be designed later. αi (k) taking values on {0, 1} is used to
denote the effect of the randomly occurring DoS attacks and
satisfies the following condition shown in (10)

Prob{αi (k) = 1} = ᾱi , Prob{αi (k) = 0} = 1 − ᾱi (10)

with 0 < ᾱi < 1. The saturation function χ(·) : Rny N
−→

Rny N is defined as follows:

χ(o) =
[
χT

1 (o1) χT
2 (o2) · · · χT

ny N (ony n)
]T

(11)

with χT
p (op) ≜ sign(op){op,max , |op|}, p = 1, 2, · · · , ny N ,

where op,max is the pth element of omax .
Remark 4: It should be explained that the model (9) reflects

the influences of the DETS and the DoS attacks. The received

signal of the local filter is triggered by the DETS first and
then transmitted via the vulnerable network channel. In current
works, two methods including hold input mechanism and
zero input signal can be found to overcome the impacts of
DoS attacks. In this article, we assume the local filter will
receive zero input signal instead of the previous triggered
measurement signal being applied, similar method can be
found in the related works [48], [49].

Denote Si =
∑

j∈Ni
ai j (αi (k)y j (T t

i ) − C j x̂ j (k)), and let
S ≜ colN {Si }, χ(S) ≜ colN {χ(Si )}, hence,

S = αI (k)AI (µI ê(k) + Ĉ x̄(k)) −AI Ĉ x̂(k) (12)

where AI = A⊗ Iny , αI (k) = (diagN {αi (k)}) ⊗ Iny .
Setting x̂(k) ≜ colN {x̂ i (k)}, ẑ(k) ≜ colN {ẑi (k)}, the filter

model can be regarded as{
x̂(k + 1) = Âx̂(k) + B̂χ(S)

ẑ(k) = D̂x̂(k)
(13)

with Â = diagN { Âi }, B̂ = diagN {B̂i }, D̂ = diagN {D̂i }.
Remark 5: Measurement outliers, which are a type of

polluted measurement that deviates greatly from the usual,
have recently sparked a lot of scientific interest. Sensor
aging/failures, operational errors, and environmental condi-
tions are all possible causes of measurement outliers which
may result in the computation of anomalous innovation,
degrading the filter’s performance. As a result, we are working
on a filter design strategy that will avoid outliers from degrad-
ing estimation accuracy. In the filter structure, a particular
saturation function χ(·) is provided to confine the innovation
to a preset range which can be predetermined according to
actual conditions.

Remark 6: The signals send to node i from its neighbors
node j may be subject to DoS attacks. (9) takes this circum-
stance into account. A set of Bernoulli distribution variables
αi (k), i ∈ V is used to describe the effect of the DoS attacks
appearance or not. Specially, if αi (k) = 0, it means the signals
y j (T t

i ), j ∈ Ni are hacked by malicious attacks and the real
signals received by node i are zero; if αi (k) = 1, the signals
will be transmitted as normal.

Remark 7: Nowadays, some technologies have been pro-
posed to detect the occurrence of the DoS attacks (see [50] for
example), where the hölder filter is implemented to identify
the beginning or ending of DoS attacks. Besides, it is also
explained in reference [49] that the detection of DoS attacks is
available under the well-known transmission control protocol.
The information of the DoS attacks is also assumed to be
known in [17], [36], [41], and [49].

Before proceeding further, the following definition and
lemma are provided.

Definition 1 ([44]): There exists a nonlinear function g(·)

satisfying a sector condition, if

(g(Si ) − R1Si )
T (g(Si ) − R2Si ) ≤ 0 (14)

where R1, R2 are real matrices, R = R2 − R1 > 0, and g(Si )

belongs to the sector [R1, R2].
Lemma 1: If there are diagonal matrices M and N that

satisfy 0 ≤ M < I ≤ N , allowing the saturation function χ(·)
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in (9) to be separated into a linear and nonlinear component
as follows:

χ(Si ) = M Si + g(Si ) (15)

where the nonlinear function g(·) meets the sector condi-
tion (14) when R1 = 0 and R2 = N − M , and the following
inequality should be met:

gT (Si )[g(Si ) − R2Si ] ≤ 0 (16)

From Lemma 1 and (13), x̂(k + 1) can be obtained as

x̂(k + 1) = Âx̂(k) + B̂ M̂ S + B̂ ĝ(S)

= B̂ M̂αI (k)AI Ĉ x̄(k) + ( Â − B̂ M̂AI Ĉ)x̂(k)

+ B̂ M̂αI (k)AI µI ê(k) + B̂ ĝ(S). (17)

where ĝ(S) = colN {g(Si )}, M̂ = diagN {M}.

E. Filtering Error Dynamics

Define ϕ(k) ≜ x̄(k) − x̂(k), from (17) and (3), one can get
x̂(k + 1) and ϕ(k + 1) as follows:

x̂(k + 1) = B̂ M̂ ᾱ IAI Ĉϕ(k)

+ [ Â − B̂ M̂(I − ᾱ I )AI Ĉ]x̂(k)

+ B̂ M̂ ᾱIAI µI ê(k) + B̂ ĝ(S)

+

N∑
i=1

(αi (k) − ᾱi )B̂ M̂ Ê iAI [Ĉϕ(k)

+ Ĉ x̂(k) + µI ê(k)] (18)

ϕ(k + 1) = [ Ā − B̂ M̂ ᾱ IAI Ĉ]ϕ(k) + B̄ω(k)

+ [ Ā − Â + B̂ M̂(I − ᾱ I )AI Ĉ]x̂(k)

− B̂ M̂ ᾱIAI µI ê(k) − B̂ ĝ(S)

−

N∑
i=1

(αi (k) − ᾱi )B̂ M̂ Ê iAI [Ĉϕ(k)

+ Ĉ x̂(k) + µI ê(k)] (19)

where ᾱ I = (diagN {ᾱi }) ⊗ Iny , Ê i = E i
N ⊗ Iny , E i

N =

diag{

i−1︷ ︸︸ ︷
0, · · · , 0, 1,

N−i︷ ︸︸ ︷
0, · · · , 0}, i ∈ {1, 2, · · · , N }.

Define ρ(k) ≜

[
ϕ(k)

x̂(k)

]
, z̃(k) ≜ z̄(k) − ẑ(k), the augment

system can be expressed as

ρ(k + 1) = FAρ(k) + F̂ B M̂ ᾱ IAI µI ê(k)

+F̄ Bω(k) + F̂ B ĝ(S)

+

N∑
i=1

(αi (k) − ᾱi )[FCρ(k) + F̂ B M̂ Ê iAI µI ê(k)]

z̃(k) = FDρ(k)

(20)

where

FA =

[
Ā − B̂π1 Ā − Â − B̂π1 + B̂π2

B̂π1 Â + B̂π1 − B̂π2

]
,

F̂ B =

[
−B̂
B̂

]
,

F̄ B =

[
B̄
0

]
,

FC =

[
−B̂ M̂ Ê iAI Ĉ −B̂ M̂ Ê iAI Ĉ
B̂ M̂ Ê iAI Ĉ B̂ M̂ Ê iAI Ĉ

]
,

FD =
[
D̄ D̄ − D̂

]
,

π1 = M̂ ᾱ IAI Ĉ, π2 = M̂AI Ĉ .

III. MAIN RESULTS

In this section, sufficient conditions are firstly established in
Theorem 1 to guarantee the discussed augmented system (20)
asymptotically stable (AS) with a given performance index γ .
Besides, on the basis of Theorem 1, Theorem 2 is given to
provides the design method of the gain matrices of distributed
filter and ET matrices.

A. H∞ Stability Analysis

Theorem 1: For given constants ᾱi ∈ (0, 1), λi , εi ∈ [0, 1)

µi ∈ (0, 1] and γ , dynamic ET matrix sequence G i , and filter
gain matrices Âi , B̂i and D̂i , system (20) is AS under the
DETSs (4), if there exists a symmetric matrix P > 0 and a
positive scalar l0 such that

51 =



42 ∗ ∗ ∗ ∗ ∗

P J1 −P ∗ ∗ ∗ ∗

τ1 P J21 0 −P ∗ ∗ ∗

...
...

...
. . . ∗ ∗

τN P J2N 0 0 0 −P ∗

J3 0 0 0 0 −I


< 0 (21)

where

42 =


ν1

11 ∗ ∗ ∗

ν1
21 ν1

22 ∗ ∗
l0
2 R̂2 Fα

l0
2 R̂2ᾱ IAI µI −l0 I ∗

0 0 0 −Nγ 2 I

, (22)

J1 =
[
FA F̂ B M̂ ᾱ IAI µI F̂ B F̄ B

]
,

J2i =
[
FC F̂ B M̂ Ê iAI µI 0 0

]
,

i ∈ {1, 2, · · · , N },

J3 =
[
FD 0 0 0

]
,

Fα =
[
ᾱ IAI Ĉ (ᾱ I − I )AI Ĉ

]
,

Ī =
[
I I

]
,

ν1
11 = −P − Ī T ĈT κI δI ĜĈ Ī ,

ν1
21 = −µT

I κI δI ĜĈ Ī ,

ν1
22 = κI Ĝ − µT

I κI δI ĜµI ,

τi =

√
ᾱi (1 − ᾱi ), δI = diagN {δi } ⊗ Iny ,

κI = diagN {κi } ⊗ Iny , κi = εi − 1 −
1
λi

.

Proof: Construct a Lyapunov-Krasovskii functional can-
didate for the augmented system (20) as

V (k) = ρT (k)Pρ(k) +

N∑
i=1

1
λi

θi (k). (23)
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Define 1V (k) as 1V (k) ≜ V (k + 1) − V (k), then, one can
obtained that

E{1V (k)} = ιT
1 Pι1 +

N∑
i=1

ᾱi (1 − ᾱi )ι
T
2i Pι2i − ρT (k)Pρ(k)

+

N∑
i=1

1
λi

((εi − 1)θi (k) − φi (k)) (24)

where ι1 = FAρ(k) + F̂ B M̂ ᾱ IAI µI ê(k) + F̄ Bω(k), ι2i =

FCρ(k) + F̂ B M̂ Ê iAI µI ê(k).
For k ∈ (T t

i , T t+1
i ), the dynamic ET condition (4) is satis-

fied, that is to say λiφi (k) ⩽ θi (k). Then, by combining (5),
(8) and εi − 1 < 0, one have

N∑
i=1

[
1
λi

(εi − 1)θi (k) − φi (k)]

⩽
N∑

i=1

(εi − 1 −
1
λi

)φi (k)

= −[Ĉ Īρ(k) + µI ê(k)]T κI δI Ĝ[Ĉ Īρ(k) + µI ê(k)]

+ êT (k)κI Ĝê(k) (25)

Hence, according to (24), (25) and (16), one can obtain the
following inequality:

E{1V (k)} ⩽ ιT
1 Pι1 +

N∑
i=1

ᾱi (1 − ᾱi )ι
T
2i Pι2i − ρT (k)Pρ(k)

− [Ĉ Īρ(k) + µI ê(k)]T κI δI Ĝ[Ĉ Īρ(k) + µI ê(k)]

+ êT (k)κI Ĝê(k) − l0ĝT (S)ĝ(S)

+ l0ĝT (S)R̂2[Fαρ(k) + ᾱ IAI µI ê(k)]

= ηT (k)[41 + J T
1 P J1

+

N∑
i=1

ᾱi (1 − ᾱi )J T
2i P J2i ]η(k), (26)

where η(k) =
[
ρT (k) eT (k) ĝT (S) ωT (k)

]T
,

41 =


ν1

11 ∗ ∗ ∗

ν1
21 ν1

22 ∗ ∗
l0
2 R̂2 Fα

l0
2 R̂2ᾱ IAI µI −l0 I ∗

0 0 0 0

. (27)

Under the zero-initial condition, it follows from (26) that

E
Q∑

k=0

{∥ z̃(k) ∥
2

−Nγ 2
∥ ω(k) ∥

2
+1V (k)} −

Q∑
k=0

1V (k)

⩽
Q∑

k=0

{ηT (k)[42 + J T
1 P J1 +

N∑
i=1

ᾱi (1 − ᾱi )J T
2i P J2i

+ J T
3 J3]η(k)} − E{V (Q + 1)} (28)

By utilizing Schur complement method, we can conclude
that E{

∑Q
k=0 ∥ z̃(k) ∥

2
−Nγ 2 ∑Q

k=0 ∥ ω(k) ∥
2
} < 0 holds if

the condition (21) holds. Let Q → ∞, we prove that the H∞

performance constraint is ensured. This completes this proof.

B. Design of Event-Triggered Matrices and Filter Gains

In this part, the design method is given in the following
Theorem, which is based on Theorem 1.

Theorem 2: When the distributed filter gains are designed
by

Â = P̄−1 X, B̂ = P̄−1Y and D̂ (29)

system (20) is AS under the DETSs (4) for given constants
ᾱi ∈ (0, 1), λi , εi ∈ [0, 1), µi ∈ (0, 1] and γ , if there exists
a symmetric matrix P̄ > 0, dynamic ET matrix sequence G i

and a positive scalar l0 such that

52 =



43 ∗ ∗ ∗ ∗ ∗

Q1 P ∗ ∗ ∗ ∗

Q21 0 P ∗ ∗ ∗

...
...

...
. . . ∗ ∗

Q2N 0 0 0 P ∗

J3 0 0 0 0 −I


< 0 (30)

where

43 =


ν2

11 ∗ ∗ ∗ ∗

ν2
21 ν2

22 ∗ ∗ ∗

ν2
31 ν2

32 ν2
33 ∗ ∗

ν2
41 ν2

42 ν2
43 −l0 I ∗

0 0 0 0 −Nγ 2 I

,

Q1 =
[
F P

A F̂ P
B M̂ ᾱ IAI µI F̂ P

B F̄ P
B

]
,

Q2i =
[
τi F P

C τi F̂ P
B M̂ Ê iAI µI 0 0

]
, i = 1, 2, · · · , N ,

J3 =
[
FD 0 0 0

]
,

F P
A =

[
P̄ Ā − Yπ1 P̄ Ā − X − Yπ1 + Yπ2

Yπ1 X + Yπ1 − Yπ2

]
,

F̂ P
B =

[
−Y
Y

]
,

F̄ P
B =

[
P̄ B̄
0

]
,

P =

[
−P̄ 0

0 −P̄

]
,

F P
C =

[
−Y M̂ Ê iAI Ĉ −Y M̂ Ê iAI Ĉ
Y M̂ Ê iAI Ĉ Y M̂ Ê iAI Ĉ

]
, (i = 1, 2, · · · , N )

ν2
11 = ν2

22 = −P̄ − ĈT κI δI ĜĈ,

ν2
21 = −

1
2

ĈT κI δI ĜĈ −
1
2

ĈT ĜT κI δI Ĉ,

ν2
31 = ν2

32 = −µT
I κI δI ĜĈ,

ν2
33 = κI Ĝ − µT

I κI δI ĜµI ,

ν2
41 =

l0

2
R̂2ᾱ IAI Ĉ,

ν2
42 =

l0

2
R̂2(ᾱ I − I )AI Ĉ,

ν2
43 =

l0

2
R̂2ᾱ IAI µI . (31)

Other symbols have been defined in Theorem 1.
Proof: In order to linearize the inequality (21), define

P =

[
P̄ 0
0 P̄

]
. Then, let X = P̄ Â and Y = P̄ B̂, we can obtain

that (30) holds from the condition (21) shown in Theorem 1.
By solving the inequality (30), the augmented distributed filter
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gains Â, B̂, D̂ and the augmented dynamic ET matric Ĝ can
be derived. This completes the proof.

If the saturation effects is removed, (9) will become the
following conventional filter:

x̂ i (k + 1) = Ãi x̂ i (k) + B̃i (
∑
j∈Ni

ai j (αi (k)y j (T t
i )

−C j x̂ j (k))

ẑi (k) = D̃i x̂ i (k)

(32)

From (1) and (32), we can get

ρ(k + 1) = F̄ Aρ(k) + F̂ B ᾱ IAI µI ê(k)

+ F̄ Bω(k)

+

N∑
i=1

(αi (k) − ᾱi )[F̄Cρ(k) + F̂ B Ê iAI µI ê(k)]

z̃(k) = FDρ(k)

(33)

where F̄ A =

[
Ā − B̂ᾱ IAI Ĉ Ā − Â − B̂π̄1 + B̂π2

B̂π1 Â + B̂π1 − B̂π2

]
,

π̄1 = ᾱ IAI Ĉ , π2 = AI Ĉ , FC =

[
−B̂ Ê iAI Ĉ −B̂ Ê iAI Ĉ
B̂ Ê iAI Ĉ B̂ Ê iAI Ĉ

]
.

Next, the conventional filter design method in the form (32)
will be given in the following corollary by using the same
derivation method of Theorem 2.

Corollary 1: When the distributed filter gains are designed
by

Ã = R̄−1 H, B̃ = R̄−1L and D̃ (34)

system (33) is AS under the DETSs (4) for given constants
ᾱi ∈ (0, 1), λi , εi ∈ [0, 1), µi ∈ (0, 1] and γ , if there exists
a symmetric matrix R̄ > 0 and dynamic ET matrix sequence
G i such that

5̄2 =



4̄3 ∗ ∗ ∗ ∗ ∗

Q1 R ∗ ∗ ∗ ∗

Q21 0 R ∗ ∗ ∗

...
...

...
. . . ∗ ∗

Q2N 0 0 0 R ∗

J3 0 0 0 0 −I


< 0, (35)

where

4̄3 =


ν̄2

11 ∗ ∗ ∗

ν2
21 ν̄2

22 ∗ ∗

ν2
31 ν2

32 ν2
33 ∗

0 0 0 −Nγ 2 I

,

Q̄1 =
[
F R

A F̂ R
B ᾱ IAI µI F̄ P

B

]
,

Q̄2i =
[
τi F R

C τi F̂ P
B Ê iAI µI 0

]
,

i = 1, 2, · · · , N , J3 =
[
FD 0 0

]
,

F R
A =

[
R̄ Ā − Lπ̄1 R̄ Ā − H − Lπ̄1 + Lπ̄2

Lπ̄1 H + Lπ̄1 − Lπ̄2

]
,

F̂ R
B =

[
−L
L

]
, F̄ R

B =

[
R̄ B̄
0

]
,R =

[
−R̄ 0

0 −R̄

]
,

F R
C =

[
−L Ê iAI Ĉ −L Ê iAI Ĉ
L Ê iAI Ĉ L Ê iAI Ĉ

]
,

ν̄2
11 = ν̄2

22 = −R̄ − ĈT κI δI ĜĈ . (36)

Other symbols have been defined in Theorem 2.

Remark 8: In contrast to the available publications, in this
paper, the designed DETS, the DoS attacks and the mea-
surement outliers are firstly considered in filtering design for
sensor networks simultaneously, which are the distinctive nov-
elties of the problem addressed. Inspired by References [17],
[40], and [44], a novel DETS is proposed and the difficulties
of how to deal with the DoS attacks and measurement out-
liers are overcome. A new secure co-design approach of the
distributed filter gains and the dynamic event-triggered matrix
are presented to guarantee the desired system performance.

IV. SIMULATION EXAMPLES

In this part, the availability of the designed distributed filter
will be demonstrated by a simulation example.

Consider a sensor network containing three nodes whose
topology is described as a directed graph G = (V, E)

with a set of nodes V = {n1, n2, n3}, a set of edges E =

{(n1, n1), (n1, n2), (n1, n3), (n2, n1), (n2, n2), (n2, n3), (n3,

n1), (n3, n2), (n3, n3)} and the adjacency matrix A = [ai j ]3×3
where adjacency elements ai j = 1 when (ni , n j ) ∈ E ;
otherwise, ai j = 0.

The parameters of (1) considered here are given by

A =

0.0320 0.4450 0.2480
0.1640 0.2578 0.1550
0.1540 0.1470 0.3745

, B =

−1
1
1

, (37)

D =
[
1 0 0

]
(38)

with the initial value x(0) =
[
0.6 0.3 −0.5

]T . The
exogenous disturbance input ω(k) is selected as ω(k) =

0.5sin(0.2k)e−0.2k . For each i , (i = 1, 2, 3), the parameters
of sensor i is as follows:

C1 =

[
0.3 0 0
0 0.3 0

]
,

C2 =

[
0.3 0 0
0 0 0.3

]
,

C3 =

[
0 0 0.3
0 0.3 0

]
.

Choose λ1 = 2, λ2 = 3, λ3 = 4, δ1 = 0.014, δ2 =

0.01, δ3 = 0.008, ε1 = 0.5, ε2 = 0.4, ε3 = 0.3. Set
the initial value θ1(0) = θ2(0) = θ3(0) = 50. The DoS
attack probabilites are taken as ᾱ1 = 0.87, ᾱ2 = 0.65,
ᾱ3 = 0.63. Furthermore, set the initial conditions of three
filters as x̂1(0) =

[
0.7 0.9 −0.5

]T , x̂2(0) =
[
0 0.9 −0.7

]T ,
x̂3(0) =

[
−0.7 0.1 0.9

]T .
The saturation function χ(s) is described as follows:

χ(o) =


o, i f − omax ≤ o ≤ omax

omax , i f o ≥ omax

−omax , i f o ≤ −omax

. (39)

By solving the LMI (30), one can obtain filter matrices and
trigger matrices as

Â1 =

0.0212 0.2885 0.1625
0.1204 0.1759 0.1409
0.1167 0.1308 0.2580

, D̂1 =

1.0163
0.0622
0.0455

T

,
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Fig. 2. Abnormal disturbance signal.

Fig. 3. Trajectory of the system state x(k) and the its estimations x̂1(k),
x̂2(k) and x̂3(k).

Â2 =

0.0214 0.2882 0.1628
0.1206 0.1754 0.1414
0.1170 0.1303 0.2588

, D̂2 =

1.0158
0.0625
0.0461

T

,

Â3 =

0.0211 0.2886 0.1629
0.1199 0.1759 0.1414
0.1162 0.1308 0.2586

, D̂3 =

1.0147
0.0620
0.0453

T

,

B̂1 =

−0.0022 0.0001
0.0025 0.0028
0.0022 0.0029

, Ĝ1 =

[
22.8137 −0.0069
−0.0069 22.7634

]
,

B̂2 =

0.0003 0.0074
0.0057 0.0068
0.0059 0.0109

, Ĝ2 =

[
29.3137 0.0255
0.0255 29.2740

]
,

B̂3 =

0.0073 0.0110
0.0064 0.0075
0.0106 0.0068

, Ĝ3 =

[
27.7701 0.0062
0.0062 27.7564

]
.

Similarly, for the conventional filter, the filter gain param-
eters can computed by solving LMI (35), which are omitted
due to space limitation.

Based on the designed gains of the proposed outlier-resistant
filter, under the measurement outliers shown in Fig. 2, the tra-
jectories of system state x(k) and filtering states x̂1(k), x̂2(k),
x̂3(k) are illustrated in Fig. 3. Fig. 4 plots the errors between

Fig. 4. Errors between z(k) and ẑi (k) with filter (9) under measurement
outliers.

Fig. 5. Releasing instants with the proposed DETS.

estimated system output z(k) and each estimated filter output
ẑi (k)(i = 1, 2, 3). The triggered times are shown in Fig. 5,
which depicts that, by letting the simulation run for 50 times,
39 (37/33) signals are triggered into the network from sensor 1
(sensor 2/sensor 3) under the proposed DETS. It is clearly
that proposed DETSs can effectively reduce transmitting fren-
quency and conserve valuable bandwidth resources. Fig. 6
shows the evolution of filter inputs ŷ1(k), ŷ2(k) and ŷ3(k)

and the occurrence of DoS attacks. If DoS attacks occur, the
measurement outputs will tend to be zero. For example, when
k = 5, the measurement output obtained by sensor 3 is zero.

Next, compared with the performance of the conventional
filter, the effectiveness of outlier suppression with the proposed
outlier-resistant filter will be demonstrated. When measure-
ment outlier depicted in Fig. 2 is in present, the estimation
performances of the conventional filter and the proposed
outlier-resistant filter are shown in Fig. 7 and Fig. 4, from
which we can see the effect of the measurement outliers
is well mitigated with the outlier-resistant filter, in contrast,
the estimation performance of the conventional filter deviates
severely. Thus, it can be drawn from the above comparisons
that the proposed outlier-resistant filter outperforms the con-
ventional filter in the case of measurement outlier occurrence.
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Fig. 6. The first element of filter inputs ŷ1(k), ŷ2(k) and ŷ3(k) under DoS
attacks.

Fig. 7. Errors between z(k) and ẑi (k) with filter (32) under measurement
outliers.

From the simulation results, it is easy to conclude that the
proposed distributed dynamic ET filter can perform very well
under the influence of measurement outliers and DoS attacks.

V. CONCLUSION

In this paper, the problem of outlier-resistant H∞ distributed
filter design under dynamic ET over sensor networks against
DoS attacks has been addressed. To relieve the pressure of
bandwidth, a novel distributed DETS is proposed, which can
prevent mutation data from being released into the network.
A set of stochastic variables obeying the Bernoulli distribution
has been applied to model whether or not the DoS attacks
being launched. In the presence of measurement outliers which
might cause innovation changes in anomalous magnitude and
degenerate or even damage the filter, a saturation function is
utilized in the distributed filter model to restrict the signals
tainted by the measurement outliers. An augmented filtering
error model has been established on account of distributed
DETS, DoS attacks and outlier measurements. By using a
Lyapunov approach, criteria on the existence of desired dis-
tributed filter have been derived ensuring that the augmented
filtering error system is AS with a guaranteed H∞ performance
index γ . By calculating a linear inequality matrix given in

Theorem 2, the parameters of desired filters and proposed
distributed DETS are obtained. Future research directions
will include the problem of finite-horizon outlier-resistant
distributed filtering over sensor networks under memory-based
event-triggered schemes.
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