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Abstract—From the perspective of industrial production relia-
bility, a robust event-triggered (ET) control strategy is presented
for uncertain continuous stirred tank reactor (CSTR) system with
asymmetric input constraints. To begin with, we propose a non-
quadratic performance function to transform the robust control is-
sue by constructing the relevant auxiliary dynamics. For effectively
mitigating the pressure of data transmission and controller execu-
tion, a dynamic ET scheme (DETS) with an adjustable threshold
function is adopted. Subsequently, we formulate the DETS-based
Hamilton–Jacobi–Bellman (DET-HJB) equation according to opti-
mality theory. In addition, a DETS-assisted reinforcement learning
algorithm with a unique critic neural network can efficiently tackle
the derived DET-HJB equation. Meanwhile, the corresponding
critic weight is regulated on the basis of gradient descent tech-
nique and experience replay approach. By presenting a rigorous
analysis under two situations, the uniform ultimate boundedness
of auxiliary dynamics and weight approximation error can be
ensured. Eventually, the feasibility of the proposed algorithm is
demonstrated by experimental results of CSTR system.

Index Terms—Asymmetric constraints, industrial production
reliability, reinforcement learning (RL), robust event-triggered
(ET) control, uncertain continuous stirred tank reactor (CSTR).

I. INTRODUCTION

IN THE realm of chemical production, continuous stirred
tank reactor (CSTR) system can be regarded as a paramount
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instrument, which has been extensively utilized in biopharma-
ceutical, petroleum production, and other industrial reactions.
In the intricate chemical production process, the reaction tem-
perature and exothermic rate in CSTR system are susceptible to
the impacts of uncertainty and exogenous interference. Conse-
quently, it will result in the aberrant reaction and product dis-
qualification [1]. From the perspective of industrial production
reliability [2], [3], [4], [5], [6], it is considerably vital to make
reaction temperature unchanged. In the past few decades, several
research results [7], [8], [9] have proposed the relative control
scheme for CSTR system. For instance, Wang et al. [10] devised
a decentralized fault tolerant control policy with application to
CSTR system. In Yang and Wei’s [11] work, a neurooptimal
event-triggered (ET) control scheme was presented for CSTR
dynamics in virtue of critic-only neural network (NN). More-
over, Zhou et al. [12] provided a data-based tracking controller
for constrained CSTR dynamics by exploiting iterative adaptive
dynamic programming (ADP) algorithm. On the ground of
these discussions, the existing control approaches have achieved
optimization of performance function. However, the uncertain
characteristics of CSTR system with asymmetric control con-
straints have not been focused yet. In reality, asymmetric input
constraints are required in industrial processes [12], [13] from
the reliable perspective of temperature, voltages, and so on. To
this end, we take efforts to investigate the robust control issue for
uncertain CSTR system with asymmetric input constraints under
reinforcement learning (RL) framework. It should be mentioned
that the matched uncertainty is a special case of unmatched
uncertainty in robust and reliable control issue [14]. Therefore,
the unmatched situation will be explored in order to obtain more
general consequences.

The aforesaid ADP [15], RL [16], and adaptive critic de-
sign [17] can be regarded as synonyms because they employ sim-
ilar implementation spirits when confronting the optimal control
issue. Initially, the traditional actor–critic (AC) dual NNs [18]
were deployed to tackle this problem. The operating mechanism
of the AC structure is composed of the following two aspects.
1) The actor NN delivers a strategy to the targeted system or
environment. 2) The critic NN evaluates the performance/cost
brought by this strategy and provides the feedback impacts
to the actor NN. Afterwards, the critic-only NN [19], [20],
[21] was put forward for nonlinear systems with measurable
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state information. In contrast to the AC architecture, the critic-
only NN not only reduces the potential approximation error
originated from the actor NN, but also decreases the com-
putational complexity during the learning process. Owing to
these merits, the critic-only NN has been utilized to address
various control problems, such as tracking control [12], [22],
decentralized control [23], robust control [14], [24], and so on. In
these existing results, the original control problem was converted
into deriving the solution of Hamilton–Jacobi–Bellman (HJB)
equation. To attain such a transformation, it is indispensable to
construct an appropriate performance cost function involving the
system state, the input features and the environmental factors.
For example, Yang et al. [25] put forward a novel cost function
with nonquadratic term by considering asymmetric input con-
straints. In Yang et al.’s [26] work, an estimated state-based per-
formance function was designed for nonlinear systems subject
to unknown interference. On account of the above-mentioned
observations, the conventional performance cost function needs
to be modified when confronted with different surroundings and
production demand. Hence, it is of significance for devising
a cost function to simultaneously cope with the unmatched
uncertainty and asymmetric control constraints.

In industrial circumstance, the restricted computational and
network resources constrain the high-frequency data exchange
over the shared communication channel. In order to enhance
the resource utilization, the burgeoning attentions have been
witnessed in the research of ET mechanism [27], [28], [29],
[30], [31]. Under the deployment of ET mechanism, the re-
dundant data transmission can be efficiently decreased. To
be concrete, the information exchanges will not occur if
the artificially devised ET condition cannot be satisfied. In
virtue of this characteristic, abundant optimal ET control algo-
rithms have been proposed within RL framework. For example,
Wang et al. [32] provided the optimal ET containment control
strategy for multiagent systems on basis of AC structure. In Yang
and He’s [33] work, the ET H∞ controller design was presented
for constrained nonlinear systems by adopting a nonquadratic
cost function. In addition, Wang et al. [34] investigated the RL
algorithm-assisted ET control strategy for nonlinear intercon-
nected systems. However, the aforementioned ET conditions
are deduced with the aim of stabilizing the concerned systems
rather than reducing the superfluous information transmission.
Meanwhile, the so-called Zeno behavior [35] requires to be
excluded via a strict mathematical proof in these ET schemes,
which obviously increases the analysis complexity. Therefore,
it is relatively imperative to deploy an effective ET scheme,
which can lessen the communication pressure and obviate Zeno
behavior without extra mathematical analysis.

Stimulated by the content previously, an RL-boosted robust
ET control strategy is presented for uncertain CSTR system with
asymmetric input constraints. In contrast to available results, we
provide the following innovations of this article.

1) Focused on robustness and reliability, the results in [14]
and [24] have successfully addressed the robust control
issue for uncertain systems. Nevertheless, the control
constraints were not considered such that the proposed
strategies in [14] and [24] cannot be directly applied to

Fig. 1. Structure of uncertain CSTR system with reliable controller.

the industrial production. Therefore, we construct a perfor-
mance function by concurrently incorporating the features
of asymmetric constraints and unmatched uncertainty.

2) A predesigned dynamic ET scheme (DETS) is applied to
decrease the superfluous data transmission by utilizing a
dynamically adjustable threshold function. In comparison
with [23], [33], and [36], it is not required the Zeno
behavior-related mathematical analysis attributed to the
introduced minimum ET interval, which decreases analy-
sis complexity and assure sampling rationality in practical
engineering implementation.

3) Distinguished from [37] and [38], the equilibrium point of
uncertain CSTR system is nonzero such that the proposed
DETS-assisted RL algorithm can be applicable for more
extensive dynamical systems. Furthermore, the AC struc-
ture adopted in [32] and [39] is simplified as critic-only
NN to lessen the computational workload. To appropri-
ately obtain the convergent critic weight, the historical
state information is utilized rather than considering ex-
ploratory noise, which may cause the instability of CSTR
system.

The rest of this article is organized as follows. Section II
demonstrates the details of uncertain CSTR system, the
transformation of robust control problem and the derivation
of DETS-based HJB (DET-HJB) equation. In Section III, the
DETS-assisted RL algorithm and its effectiveness analysis
are presented. Moreover, the specific experimental results
of uncertain CSTR system are given in Section IV. Finally,
Section V concludes this article.

Notations: g†(x) denotes the pseudoinverse of g(x). Other
adopted mathematical symbols in this article are standard.

II. PROBLEM STATEMENT AND TRANSFORMATION

In this section, the dynamics of uncertain CSTR system with
asymmetric input constraints is presented in the first place.
Afterward, the investigated robust control issue is converted into
solving HJB equation via a modified cost function. Furthermore,
the optimal ET control strategies under the employed DETS
are deduced and the stability of uncertain CSTR system is
guaranteed. To facilitate the next descriptions, Fig. 1 depicts the
structure of uncertain CSTR system under reliable and robust
control scheme.
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A. Description of CSTR System

The dynamics of CSTR system [40] can be represented as⎧⎨
⎩

dCp

dtτ
=

CI−Cp

V vf − c0Cpe
− Ea

RaT

dT
dtτ

=
Tf−T

V vf −Δh
c0Cp

ρlCl
e−

Ea
RaT − T−Ti

ρlV Cl
ShA

(1)

whereCp is component concentration;CI is input concentration;
V is volume of reactor; vf is feed velocity; c0 is rate factor;
Ea/Ra is activation energy term; T is reaction temperature; Tf

is feed temperature; Δh is reaction heat; ρl is liquid density; Cl

is heat capacity; Ti is inlet coolant temperature; and ShA is heat
transfer term.

Define the auxiliary intermediate variables as follows:⎧⎪⎪⎨
⎪⎪⎩
x1 =

CI−Cp

CI
, x2 =

T−Tf

Tf
θa, θa = Ea

RaTf

t =
tτvf

V , u =
Ti−Tf

Tf
θa, Bf = −Δh CIθa

ρlClTf

Df = c0V e−θa

vf
, ζ = ShA

ρlvfCl
.

Then, the CSTR dynamics (1) is rewritten as

dx1

dt
= l1(x1, x2),

dx2

dt
= l2(x1, x2) + ζu (2)

where

l1(x1, x2) = − x1 +Df (1− x1)e
x2θa

θa+x2

l2(x1, x2) = − (1 + ζ)x2 +BfDf (1− x1)e
x2θa

θa+x2 .

Let state vector x(t) = [xT
1 , x

T
2 ]

T , the functions l(x(t)) =
[lT1 (x1, x2), l

T
2 (x1, x2)]

T , and g(x(t)) = [0, ζT ]T . In line with
the realistic environment, asymmetric constraints and unknown
bounded uncertainty are taken into consideration. Then, the
following uncertain CSTR system can be obtained:

ẋ(t) = l(x(t)) + g(x(t))u(t) + h(x(t))w(x(t)) (3)

in which x(t) ∈ Rnx , u(t) ∈ U ⊂ Rnu , and w(x(t)) ∈ Rnw

denote the measurable state, the control signal, and the
unknown uncertainty, respectively. U = {(u1, u2, . . . , unu

) ∈
Rnu : um ≤ uι ≤ um, ι = 1, 2, . . . , nu}, from which um and
um stand for the lower and upper bounds (LUBs) of uι with
|um| �= |um|. l(x(t)), g(x(t)), and h(x(t)) represent the given
nonlinear functions with compatible dimensions. Meanwhile,
the uncertainty is considered as the unmatched situation, i.e.,
g(x(t)) �= h(x(t)).

For the bounded uncertainty w(x(t)) in (3), we assume
that ||w(x(t))|| ≤ wm(x(t)) holds for a predetermined function
wm(x(t)) with w(0) = 0 and wm(0) = 0. As demonstrated in
Xue et al.’s [14] work, the uncertain term h(x(t))w(x(t)) is
readily decomposed into the following form:

h(x(t))w(x(t)) = g(x(t))h1(x(t)) + h2(x(t))w(x(t)) (4)

where

h1(x(t)) = g†(x(t))h(x(t))w(x(t))

h2(x(t)) = (I − g(x(t))g†(x(t)))h(x(t)).

Remark 1: According to (3), it can be obtained that the
equilibrium state of uncertain CSTR system is nonzero due to

l(0) �= 0 even though u(t) = 0 and w(x(t)) = 0. Apparently,
it differs from the existing results in [37] and [38], which have
supposed the system dynamics satisfying the condition l(0) = 0.
Hence, the restrictive situation in [37] and [38] is relaxed in this
article. On the other hand, the unmatched uncertainty and asym-
metric input constraints are comprehensively considered such
that the proposed control strategy can be applied to wide-ranging
scenarios.

Assumption 1 ([14]): Supposing that g(x(t)), h1(x(t)),
and h2(x(t)) are bounded by ||g(x(t))|| ≤ gm, ||h1(x(t))|| ≤
h1m, and ||h2(x(t))|| ≤ h2m, where gm > 0, h1m > 0, and
h2m > 0 stand for the given constants.

Definition 1 ([22]): If there exist a constant θ̄, a time instant
tc = T (θ̄, x0), and a compact set Ω ⊂ Rnx such that for ∀t ≥
t0 + tc, ||x(t)|| ≤ θ̄ holds with the initial state x(t0) = x0 ∈ Ω,
the nonlinear system is said to be uniformly ultimately bounded
(UUB).

Under the aforementioned descriptions, this article endeavors
to propose a robust control policy guaranteeing the UUB stability
of uncertain CSTR system (3). However, it is worth mentioning
that this main goal is relatively tough to attain owing to the
asymmetric input constraints and the unmatched uncertainty. To
obviate this difficulty, the design objective will be converted
into obtaining the solution of optimal control issue over the
corresponding auxiliary system.

B. Optimal Control Problem

In accordance with the dynamics (3), the following auxiliary
system is constructed according to Zhang et al.’s [24] work:

ẋ(t) = l(x(t)) + g(x(t))u(t) + h2(x(t))d(t) (5)

in which d(t) denotes a control variable in order to tackle
the unmatched uncertainty. Thus, the control strategy pair of
auxiliary system (5) can be described as [uT (t), dT (t)]T .

Under the consideration of the unmatched uncertainty and
asymmetric input constraints, we define the following cost
function:

V (x(t)) =

∫ ∞

t

e−σ(s−t) (Q1(x(s)) +Q2(x(s))) ds (6)

with

Q1(x(t)) = xT (t)Qx(t) +R(u(t)) + r2||d(t)||2

Q2(x(t)) = r1||h1m(x(t))||2 + r2||wm(x(t))||2

in which σ > 0 represents the discount factor and e−σ(s−t)

can guarantee the convergence of cost function. Q ∈ Rnx×nx

denotes a predetermined positive definite matrix. r1 ≥ 1 and
r2 > 0 stand for the known parameters. Motivated by Yang
and Wei’s [25] work, the nonnegative function R(u(t)) can be
denoted by

R(u(t)) = 2α

nu∑
i=1

∫ ui(t)

β

Ψ−1

(
τi − β

α

)
dτi (7)

in which α = (um − um)/2 and β = (um + um)/2. Ψ−1(·) is
the odd monotonic function withΨ−1(0) = 0. Facilitated by this
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characteristic, the hyperbolic tangent function is chosen as Ψ(·)
in this article, i.e., Ψ(·) = tanh(·).

On basis of (6), the corresponding optimal cost function
V ∗(x(t)) is elicited as

V ∗(x(t)) = min
u(t),d(t)∈Φ(Ω)

V (x(t)) (8)

where Φ(Ω) is the admissible set of all control strategies u(t)
and d(t) over the compact set Ω.

By utilizing Bellman’s optimality principle [33], V ∗(x(t))
can be acquired through solving the following HJB equation:

min
u(t),d(t)∈Φ(Ω)

H(∇V ∗(x(t)), x(t), u(t), d(t)) = 0 (9)

where ∇V ∗(x(t)) is the partial derivative of V ∗(x(t)) with re-
gard to x(t). H(∇V ∗(x(t)), x(t), u(t), d(t)) represents Hamil-
ton function with the form as

H(∇V ∗(x(t)), x(t), u(t), d(t))

= (∇V ∗(x(t)))T (l(x(t)) + g(x(t))u(t) + h2(x(t))d(t))

+Q1(x(t)) +Q2(x(t))− σV ∗(x(t)). (10)

Under the stationary condition [41], the following expressions
can be obtained:{

∂H(∇V ∗(x(t)), x(t), u(t), d(t))/∂u(t) = 0
∂H(∇V ∗(x(t)), x(t), u(t), d(t))/∂d(t) = 0

(11)

and we can derive the following control strategies:{
u∗(x(t)) = −αΨ

(
1
2αg

T (x(t))∇V ∗(x(t))
)
+ lβ

d∗(x(t)) = − 1
2r2

hT
2 (x(t))∇V ∗(x(t))

(12)

where lβ = [β, β, . . . , β]T ∈ Rnu with β defined in the expres-
sion (7).

In light of the formulas (10) and (12), the HJB (9) is derived
as

(∇V ∗(x(t)))T (l(x(t))+g(x(t))u∗(x(t))+h2(x(t))d
∗(x(t)))

+ xT (t)Qx(t) +R(u∗(x(t))) + r2||d∗(x(t))||2

+ r1||h1m(x(t))||2 + r2||wm(x(t))||2 − σV ∗(x(t)) = 0.
(13)

Apparently, the HJB (13) is obtained on basis of the time-
driven control policies (12). Nevertheless, it is indubitable that
such a mechanism will result in the heavy communication and
computational workload. In order to overcome this problem, the
DETS with an adjustable dynamic variable will be applied such
that the redundant information transmission can be decreased.
In the meantime, the HJB (13) will also be modified under the
impact of DETS.

C. DETS-Based Optimal Control Policies

To enhance the network utilization, a DETS with a dynamic
internal variable [42] is adopted to manage whether the data
packets will be transmitted over the communication channel.
In more detail, the sampled state information will be delivered
and the control strategy u(x(t)) can be updated if the following

inequality holds:

η(skh+ lh)xT (skh+ lh)Θx(skh+ lh) < eTkΘek (14)

where ek = x(skh+ lh) − x(skh) (k = 0, 1, 2, . . . ; l =
1, 2, . . . ) denotes the gap between the current sampling time
skh+ lh and the previous ET time skh. h represents the sam-
pling period.Θ ∈ Rnx×nx is the positive definite matrix. In addi-
tion, the dynamic threshold function η(skh+ lh) is determined
by

η(skh+ lh) = ηm +
2

π
(η

m
− ηm)atan(εeTkΘek) (15)

where η
m

and ηm stand for LUBs of η(skh+ lh), respectively.
ε > 0 is the known parameters to regulate the sensitivity of
η(skh+ lh).

Based on the aforementioned content, the subsequent ET time
sk+1h will be obtained via the following expression:

sk+1h = skh+ min
l≥1

{lh|l satisfies the condition (14) }. (16)

Under the utilization of the DETS and zero-order holder
technique[11], the optimal control policies at each ET time can
be represented as{

u∗(x(t)) = u∗(x(skh)), t ∈ [skh, sk+1h)
d∗(x(t)) = − 1

2r2
hT
2 (x(t))∇V ∗(x(t)) (17)

where u∗(x(skh)) = lβ − αΨ( 1
2αg

T (x(skh))∇V ∗(x(skh))).
For brevity, x, xk, and V ∗

x stand for the notation of x(t),
x(skh), and∇V ∗(x(t)), respectively. Meanwhile, the DET-HJB
equation is readily elicited as

(V ∗
x )

T (l(x) + g(x)u∗(xk) + h2(x)d
∗(x)) + xTQx

+R(u∗(xk)) + r2||d∗(x)||2 + r1||h1m(x)||2

+ r2||wm(x)||2 − σV ∗(x) = 0, t ∈ [skh, sk+1h). (18)

Remark 2: In general, the optimal control strategy u∗(x) is
computed at each ET time skh. For the control law d∗(x),
we take account of the scenario that d∗(x) is updated at each
sampling time according to Zhang et al.’s [24] work. Then,
the optimal control strategy pair of auxiliary system (5) is
described as [u∗T (xk), d

∗T (x)]T . In addition, the DET-HJB
(18) is also derived under this optimal control strategy pair. It
is obviously witnessed that the DET-HJB (18) can be solved by
fewer state information in comparison with the HJB (13). Thus,
the communication and computational burden are alleviated
under the applied DETS. For the convenient analysis, the interval
t ∈ [skh, sk+1h) will not be emphasized in what follows unless
noted otherwise.

D. Stability Analysis

Before proceeding, the following assumptions are presented
to facilitate the theoretical analysis.

Assumption 2 ([43]): ||V ∗(x)|| ≤ Vm and ||V ∗
x || ≤ Vem, in

which Vm > 0 and Vem > 0 denote the constants.
Assumption 3 ([44]): u∗(x) is supposed to be Lipschitz con-

tinuous over the set Φ(Ω) with the following condition:

||u∗(x)− u∗(xk)|| ≤ K∗||x− xk|| = K∗||ek|| (19)
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where K∗ is a positive parameter.
Theorem 1: Under Assumptions 1–3, the given optimal cost

function V ∗(x), and the optimal control policy u∗(xk) proposed
in (17), the UUB stability of uncertain CSTR system (3) with
asymmetric constraints can be ensured if the following inequal-
ity holds:

λmin(Q)λmin(Θ)− ηm(K∗)2λmax(Θ) > 0. (20)

Proof: According to the definition of cost function presented
in (6), it can be concluded that V ∗(x) ≥ 0. Therefore, the
Lyapunov function is constructed as Ls(t) = V ∗(x). Then, ac-
cording to (4), its derivative is calculated as follows:

L̇s(t) = (V ∗
x )

T (l(x) + g(x)u∗(xk) + h(x)w(x))

= (V ∗
x )

T l(x) + (V ∗
x )

T g(x)u∗(xk)

+ (V ∗
x )

T g(x)h1(x) + (V ∗
x )

Th2(x)w(x). (21)

In view of HJB (13), the following formula can be conve-
niently deduced:

(V ∗
x )

T l(x) = −(V ∗
x )

T g(x)u∗(x)− (V ∗
x )

Th2(x)d
∗(x)

− xTQx−R(u∗(x))− r2||d∗(x)||2

− r1||h1m(x)||2 − r2||wm(x)||2 + σV ∗(x).
(22)

On account of the expression (12), one has{
(V ∗

x )
T g(x) = −2αΨ−T ((u∗(x)− lβ)/α)

(V ∗
x )

Th2(x) = −2r2(d
∗(x))T . (23)

By adopting (22) and (23), the formula (21) is rewritten as

L̇s(t) = 2αΨ−T ((u∗(x)− lβ)/α) (u
∗(x)− u∗(xk))︸ ︷︷ ︸

£1

−2αΨ−T ((u∗(x)− lβ)/α)h1(x)︸ ︷︷ ︸
£2

+r2||d∗(x)||2

− r1||h1m(x)||2 − r2||wm(x)||2 −2r2(d
∗(x))Tw(x)︸ ︷︷ ︸
£3

+ σV ∗(x)− xTQx−R(u∗(x)). (24)

According to the inequality 2ãT c̃ ≤ ||ã||2 + ||c̃||2[23] and
Assumption 3, we can get

£1 ≤ ||αΨ−1((u∗(x)− lβ)/α)||2 + ||u∗(x)− u∗(xk)||2

≤ || − 1

2
gT (x)V ∗

x ||2 + (K∗)2||ek||2. (25)

Similarly, the following condition can also be derived:

£2 ≤ || − αΨ−1((u∗(x)− lβ)/α)||2 + ||h1(x)||2

= ||1
2
gT (x)V ∗

x ||2 + ||h1(x)||2. (26)

Likewise, noting that ||w(x(t))|| ≤ wm(x(t)), it is simple to
obtain that

£3 ≤ || − √
r2d

∗(x)||2 + ||√r2w(x)||2

≤ r2||d∗(x)||2 + r2||wm(x)||2. (27)

By virtue of the formulas (24)–(27), the following condition
is elicited:

L̇s(t) ≤ σV ∗(x)− xTQx−R(u∗(x)) +
1

2
||gT (x)V ∗

x ||2

+ (K∗)2||ek||2 + ||h1(x)||2 − r1||h1m(x)||2

+ 2r2||d∗(x)||2

≤ σV ∗(x)− λmin(Q)||x||2 −R(u∗(x))

+
1

2
||gT (x)V ∗

x ||2 + (K∗)2||ek||2 + ||h1(x)||2

− r1||h1m(x)||2 + 1

2r2
||hT

2 (x)V
∗
x ||2. (28)

In view of Assumptions 1 and 2, and noticing the facts that
R(u∗(x)) ≥ 0 and r1 ≥ 1, the inequality (28) is deduced as

L̇s(t) ≤ σVm − λmin(Q)||x||2 + (K∗)2||ek||2

+
1

2
g2mV 2

em +
1

2r2
h2

2mV 2
em. (29)

For ∀t ∈ [skh, sk+1h), the ET condition (14) is incapable to
satisfy, which yields

η(skh+ lh)xT (skh+ lh)Θx(skh+ lh) ≥ eTkΘek (30)

and one can derive

||ek||2 ≤ ηm
λmax(Θ)

λmin(Θ)
||x(skh+ lh)||2. (31)

On the basis of the aforementioned analysis, it is not difficult
to obtain that

L̇s(t) ≤ σVm − λmin(Q)||x||2 + (K∗)2ηm
λmax(Θ)

λmin(Θ)
||x||2

+
1

2
g2mV 2

em +
1

2r2
h2

2mV 2
em

= σVm +
1

2
g2mV 2

em +
1

2r2
h2

2mV 2
em

−
(

λmin(Q)− ηm(K∗)2
λmax(Θ)

λmin(Θ)

)
||x||2. (32)

Obviously, when the condition (20) satisfies, L̇s(t) < 0
holds if x /∈ Ω̄x with Ω̄x denoted as

Ω̄x =

{
x : ||x|| ≤

√
Ξ1

Ξ2

}
(33)

where

Ξ1 = σVm +
1

2
g2mV 2

em +
1

2r2
h2

2mV 2
em

Ξ2 = λmin(Q)− ηm(K∗)2
λmax(Θ)

λmin(Θ)
.

Hence, the system state x converges to the ultimate bound
being

√
Ξ1/Ξ2 while t > t0 + tc with a time instant tc. In

line with Definition 1, the UUB stability of the uncertain CSTR
system (3) with asymmetric constraints can be guaranteed under
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the optimal control policy u∗(xk) in (17). Therefore, this proof
has been completed. �

III. IMPLEMENTATION OF RL ALGORITHM

Due to the existence of nonlinearity and asymmetric con-
straints, it is considerably difficult to obtain the analytical so-
lution of DET-HJB (18). This section endeavors to acquire its
approximate solution through an RL algorithm. Moreover, the
effectiveness analysis of this algorithm will be conducted from
two situations.

A. DETS-Assisted RL Algorithm

To lessen the computational pressure, only a single critic
architecture is exploited to approximate the solution of DET-
HJB (18). As stated in Yang and He’s [33] work, the optimal
performance function V ∗(x) in (8) is expressed as

V ∗(x) = WT
c ϕc(x) + εc(x) (34)

in which Wc ∈ Rnc represents the optimal weight. nc is the
quantity of neurons. ϕc(x) = [ϕc1(x), ϕc2(x), . . . , ϕcnc

(x)]T

denotes the activation function with mutually independent ele-
ments ϕcs (s = 1, 2, . . . , nc). εc(x) is the reconstruction error.

Conveniently, the partial derivative of (34) with regard to x is
deduced as

V ∗
x = ∇ϕT

c (x)Wc +∇εc(x). (35)

Then, the optimal control policies in (17) are restated as{
u∗(x) = u∗(xk) = −αΨ(X1(xk)) + εu∗(xk) + lβ
d∗(x) = − 1

2r2
hT
2 (x)

(∇ϕT
c (x)Wc +∇εc(x)

) (36)

where

X1(xk) =
1

2α
gT (xk)∇ϕT

c (xk)Wc

εu∗(xk) = −1

2
(Inu

−A(p(xk))) g
T (xk)∇εc(xk)

and A(p(xk)) = diag{Ψ2(pq(xk))} (q = 1, 2, . . . , nu) with
p(xk) = [p1(xk), p2(xk), . . . , pnu

(xk)]
T ∈ Rnu selected be-

tween (1/(2α))gT (xk)V
∗
xk

and X1(xk).
However, the optimal weight vector Wc is unavailable in

realistic engineering such that the derived control strategy pair
[u∗T (xk), d

∗T (x)]T in (36) will not be promptly implemented.
In order to eliminate this obstacle, we employ an estimated
weight Ŵc to replace Wc. Thereby, the corresponding approxi-
mation V̂ (x) and its partial derivative V̂x are obtained

V̂ (x) = ŴT
c ϕc(x), V̂x = ∇ϕT

c (x)Ŵc. (37)

On basis of the expression (37), the estimated values ofu∗(xk)
and d∗(x) are derived as follows:{

û(x) = û(xk) = −αΨ(X2(xk)) + lβ
d̂(x) = − 1

2r2
hT
2 (x)∇ϕT

c (x)Ŵc
(38)

where

X2(xk) =
1

2α
gT (xk)∇ϕT

c (xk)Ŵc.

By combining the formulas (10), (37), and (38), the approxi-
mate Hamilton function Ĥ(V̂x, x, û(xk), d̂(x)) is elicited as

Ĥ(V̂x, x, û(xk), d̂(x))

= ŴT
c ∇ϕc(x)(l(x) + g(x)û(xk) + h2(x)d̂(x))

+ xTQx+R(û(xk)) + r2||d̂(x)||2 + r1||h1m(x)||2

+ r2||wm(x)||2 − σŴT
c ϕc(x). (39)

Defining the estimated error between Ĥ(V̂x, x, û(xk), d̂(x))
and H(V ∗

x , x, u
∗(xk), d

∗(x)) as ec, it yields

ec = Ĥ(V̂x, x, û(xk), d̂(x))−H(V ∗
x , x, u

∗(xk), d
∗(x))

= ŴT
c φc + ϑc (40)

where

φc = ∇ϕc(x)(l(x) + g(x)û(xk) + h2(x)d̂(x))− σϕc(x)

ϑc = xTQx+R(û(xk)) + r2||d̂(x)||2 + r1||h1m(x)||2

+ r2||wm(x)||2.
In order to let ec → 0, the proper tuning rule of Ŵc in

(40) is comparatively important. Thus, the gradient descent
technique [24] can be utilized to minimize the target function.
Besides, to efficiently make use of historical state information,
the following modified target function is applied:

Ec =
1

2
eTc ec︸ ︷︷ ︸
Ec,1

+

N (t)∑
j=1

1

2
esjh−teTc,jec,j︸ ︷︷ ︸

Ec,2

(41)

in which N (t) stands for the number of ET times within the
interval [0, t]. ec,j (j = 1, 2, . . . ,N (t)) denotes the historical
information at time sjh with the following form:

ec,j = ŴT
c φc,j + ϑc,j (42)

where

φc,j = ∇ϕc(xj)(l(xj) + g(xj)û(xk) + h2(xj)d̂(xj))

− σϕc(xj)

ϑc,j = xT
j Qxj +R(û(xk)) + r2||d̂(xj)||2 + r1||h1m(xj)||2

+ r2||wm(xj)||2.
Then, the gradient descent technique is applied to Ec, and the

tuning rule of Ŵc can be obtained via

˙̂Wc = − γc
(1 + φT

c φc)2
∂Ec,1

∂Ŵc

−
N (t)∑
j=1

γc
(1 + φT

c,jφc,j)2
∂Ec,2

∂Ŵc

= − γcφc

(1 + φT
c φc)2

ec −
N (t)∑
j=1

γce
sjh−tφc,j

(1 + φT
c,jφc,j)2

ec,j (43)

in which γc ∈ (0, 1) denotes the adjustable parameter involving
the convergence of Ŵc.
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Algorithm 1: DETS-Assisted RL Algorithm.

Denoting the weight estimation error W̃c = Wc − Ŵc, it
yields

˙̃Wc = −γc

⎛
⎝ φcφ

T
c

(1 + φT
c φc)2

+

N (t)∑
j=1

φc,jφ
T
c,je

sjh−t

(1 + φT
c,jφc,j)2

⎞
⎠ W̃c

+
γcφc

(1 + φT
c φc)2

εc +

N (t)∑
j=1

γcφc,je
sjh−t

(1 + φT
c,jφc,j)2

εc,j (44)

in which

εc = −∇εTc (x)(l(x) + g(x)û(xk) + h2(x)d̂(x)) + σεc(x)

εc,j = −∇εTc (xj)(l(xj) + g(xj)û(xk) + h2(xj)d̂(xj))

+ σεc(xj).

To plainly demonstrate the whole execution process, the pro-
posed DETS-assisted RL algorithm is displayed in Algorithm 1
in pseudocode form. From Algorithm 1, the approximately opti-
mal control strategies û(xk) and d̂(x) are acquired for auxiliary
system (5) during the learning stage. Subsequently, û(xk) with
the convergent critic weight vector Ŵc is utilized to tackle the
robust control problem for uncertain CSTR system (3) during
the implementation stage.

Remark 3: In the critic NN, the experience replay and gra-
dient descent approach are utilized to obtain the tuning law of
Ŵc according to Yang and Wei’s [25] work. Despite the similar
structure stated in Yang and Wei’s [25] work, the term esjh−t

in the modified target function (41) places greater emphasis
on the newer state information. In addition, considering the

asymmetric control requirements, the deduced approximate op-
timal control policies (38) are more practical in comparison with
Xue et al.’s [14] work.

Remark 4: The DETS-assisted RL algorithm includes ini-
tialization, learning stage and implementation stage with time
window Tmax. For convenience of understanding, the relevant
details of the proposed algorithm are elaborated from the fol-
lowing aspects.

1) For the selection of the initial weight Ŵc(0), there exist
two representative approaches for time-driven and event-
assisted RL algorithms. As stated in Zhang et al.’s [24]
work, the critic weight can be initialized to zero for time-
driven RL algorithm under an essential assumption. For
event-assisted RL algorithm, trial and error can be adopted
to gain the initial admissible control strategy [25], [33].
Thus, the initial value Ŵc(0) in this article is chosen via
trial and error.

2) In the learning stage, the critic weight vector Ŵc(t) can be
trained online for auxiliary system (5) until the execution
time exceeds Tmax or satisfies the convergent condition
||Ŵc(t)− Ŵc(t− h)|| ≤ ε̂0, where ε̂0 > 0 represents
the computational accuracy. Hence, the final critic weight
vector Ŵc is obtained.

3) By utilizing the critic weight Ŵc originated from learning
stage, the robust control strategy is acquired for uncer-
tain CSTR system (3) with asymmetric input constraints.
In virtue of DETS and zero-order holder technique, the
ET control mechanism can be eventually obtained. It is
noteworthy that the DETS is deployed at learning and
implementation stages, which aim to economize the com-
putational and network resources.

B. Effectiveness Analysis of DETS-Assisted RL Algorithm

This subsection dedicates to illustrate the validity of DETS-
assisted RL algorithm. Therefore, we will prove that the weight
estimation error and the auxiliary system (5) are UUB. In order
to conveniently assist the analysis, the following assumption can
be presented.

Assumption 4 ([45]): Supposing that positive parameters
bε∗ , ∇ϕcm, ∇εcm, and εcm exist such that ||εu∗(xk)|| ≤
bε∗ , ||∇ϕc(x)|| ≤ ∇ϕcm, ||∇εc(x)|| ≤ ∇εcm, ||εc|| ≤ εcm, and
||εc,j || ≤ εcm.

Theorem 2: Under the approximate optimal control strategies
û(xk), d̂(x) in (38), the updating rule of Ŵc in (43), and
Assumptions 1–4, if the following conditions hold:{

λmin(Q)λmin(Θ)− 2ηm(K∗)2λmax(Θ) > 0
1
2γcλmin(L)− 1

2r2
h2

2m∇ϕ2
cm > 0

(45)

where L = φcφ
T
c /(1 + φT

c φc)
2 +

∑N (t)
j=1 φc,jφ

T
c,je

sjh−t/(1 +

φT
c,jφc,j)

2, then the auxiliary system (5) and the weight esti-

mation error W̃c are ensured to be UUB.
Proof: For auxiliary system (5), the following Lyapunov

function is selected:

L(t) = L1(t) + L2(t) + Lc(t) (46)
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in which L1(t) = V ∗(x), L2(t) = V ∗(xk), and Lc(t) =
1
2W̃T

c W̃c. Owing to the utilization of DETS, the
theoretical analysis is divided into the following two
scenarios.

SI:For t ∈ [skh, sk+1h), the condition L̇2(t) = 0 can be ob-
tained. On account of auxiliary dynamics (5), the derivative of
L1(t) is calculated as follows:

L̇1(t) = (V ∗
x )

T (l(x) + g(x)û(xk) + h2(x)d̂(x)). (47)

By utilizing the expressions (22) and (23), L̇1(t) in (47) can
be derived as

L̇1(t) = σV ∗(x) + 2αΨ−T ((u∗(x)− lβ)/α) (u
∗(x)− û(xk))︸ ︷︷ ︸

Σ1

+ 2r2(d
∗(x))T (d∗(x)− d̂(x))︸ ︷︷ ︸

Σ2

−xTQx−R(u∗(x))

− r1||h1m(x)||2 − r2||wm(x)||2 − r2||d∗(x)||2.
(48)

Based on the inequality 2ãT c̃ ≤ ||ã||2 + ||c̃||2 and the for-
mula (23), the term Σ1 in (48) is elicited as

Σ1 ≤ ||αΨ−1((u∗(x)− lβ)/α)||2 + ||u∗(x)− û(xk)||2

= || − 1

2
gT (x)V ∗

x ||2 + ||u∗(x)− û(xk)||2. (49)

Similarly

Σ2 ≤ ||√r2d
∗(x)||2 + ||√r2(d

∗(x)− d̂(x))||2

= r2||d∗(x)||2 + r2||d∗(x)− d̂(x)||2. (50)

Applying the inequality 1
2 ||ã+ c̃||2 ≤ ||ã||2 + ||c̃||2 [22], the

conditions (36) and (38), the term ||u∗(x)− û(xk)||2 in (49) is
tackled as

||u∗(x)− û(xk)||2 = ||u∗(x)− u∗(xk) + u∗(xk)− û(xk)||2

≤ 2||u∗(x)− u∗(xk)||2 + 2||u∗(xk)− û(xk)||2

≤ 2||u∗(x)− u∗(xk)||2 + 4||εu∗(xk)||2

+ 4||αΨ(X2(xk))− αΨ(X1(xk))||2

≤ 2||u∗(x)− u∗(xk)||2 + 4||εu∗(xk)||2

+ 8α2
(||Ψ(X2(xk))||2 + ||Ψ(X1(xk))||2

)
. (51)

Denote Xz(xk) = [Xz1(xk), Xz2(xk), . . . , Xznu
(xk)]

T ∈
Rnu (z = 1, 2). In light of the truth that |tanh(ȳ)| ≤ 1 holds
for ∀ȳ ∈ R, it can be found that

||Ψ(Xz(xk))||2 =

nu∑
i=1

tanh2(Xzi(xk)) ≤ nu. (52)

In virtue of Assumptions 3, 4, and (52), the inequality (51) is
converted to

||u∗(x)− û(xk)||2 ≤ 2(K∗)2||ek||2 + 16α2nu + 4b2ε∗ . (53)

For the term ||d∗(x)− d̂(x)||2 in (50), it is readily obtained
from (36) and (38) that

||d∗(x)− d̂(x)||2

= || − 1

2r2
hT
2 (x)∇ϕT

c (x)W̃c − 1

2r2
hT
2 (x)∇εc(x)||2

≤ 2|| 1

2r2
hT
2 (x)∇ϕT

c (x)W̃c||2 + 2|| 1

2r2
hT
2 (x)∇εc(x)||2

=
1

2r22
||hT

2 (x)∇ϕT
c (x)W̃c||2 + 1

2r22
||hT

2 (x)∇εc(x)||2.
(54)

Combining the formulas (48)–(50), (53), and (54), we can
conclude

L̇1(t) ≤ σV ∗(x) + || − 1

2
gT (x)V ∗

x ||2 + 2(K∗)2||ek||2

+ 16α2nu + 4b2ε∗ +
1

2r2
||hT

2 (x)∇ϕT
c (x)W̃c||2

+
1

2r2
||hT

2 (x)∇εc(x)||2 − xTQx−R(u∗(x))

− r1||h1m(x)||2 − r2||wm(x)||2. (55)

Under Assumptions 1, 2, and 4, noticing R(u∗(x)) ≥ 0, r1 ≥
1 and r2 > 0, it can be elicited that

L̇1(t) ≤ σVm +
1

4
g2mV 2

em + 2(K∗)2||ek||2

+ 16α2nu + 4b2ε∗ +
1

2r2
h2

2m∇ϕ2
cm||W̃c||2

+
1

2r2
h2

2m∇ε2cm − λmin(Q)||x||2. (56)

As for L̇c(t), it can be deduced from (44) that

L̇c(t) = W̃T
c

˙̃Wc

= − γcW̃T
c

⎛
⎝ φcφ

T
c

(1 + φT
c φc)2

+

N (t)∑
j=1

φc,jφ
T
c,je

sjh−t

(1 + φT
c,jφc,j)2

⎞
⎠ W̃c

+
γcW̃T

c φc

(1 + φT
c φc)2

εc +

N (t)∑
j=1

γcW̃T
c φc,je

sjh−t

(1 + φT
c,jφc,j)2

εc,j .

(57)

According to the inequality2ãT c̃ ≤ ãT ã+ c̃T c̃, the condition
(57) is written as

L̇c(t)≤ −γc
2
W̃T

c

⎛
⎝ φcφ

T
c

(1 + φT
c φc)2

+

N (t)∑
j=1

φc,jφ
T
c,je

sjh−t

(1 + φT
c,jφc,j)2

⎞
⎠ W̃c

+
γcε

T
c εc

2(1 + φT
c φc)2

+

N (t)∑
j=1

γcε
T
c,jεc,je

sjh−t

2(1 + φT
c,jφc,j)2

. (58)
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It should be noted that sjh− t ≤ 0, and then (58) under
Assumption 4 is transformed as

L̇c(t) ≤ −1

2
γcλmin(L)||W̃c||2 + 1

2
γc(1 +N (t))ε2cm. (59)

Substituting (31) into (56), and utilizing the formula (59), the
following result can be derived:

L̇(t) ≤ σVm +
1

4
g2mV 2

em + 2ηm(K∗)2
λmax(Θ)

λmin(Θ)
||x||2

+ 16α2nu + 4b2ε∗ +
1

2r2
h2

2m∇ϕ2
cm||W̃c||2

+
1

2r2
h2

2m∇ε2cm − λmin(Q)||x||2

− 1

2
γcλmin(L)||W̃c||2 + 1

2
γc(1 +N (t))ε2cm

= Π1 −Π2||x||2 −Π3||W̃c||2 (60)

where

Π1 = σVm +
1

4
g2mV 2

em + 16α2nu +
1

2r2
h2

2m∇ε2cm

+ 4b2ε∗ +
1

2
γc(1 +N (t))ε2cm

Π2 = λmin(Θ)− 2ηm(K∗)2
λmax(Θ)

λmin(Θ)

Π3 =
1

2
γcλmin(L)− 1

2r2
h2

2m∇ϕ2
cm.

It is apparent to observe that L̇(t) < 0 if the condition
(45) satisfies, x /∈ Cx or W̃c /∈ CW̃c

, in which Cx and CW̃c
are

presented by

Cx =

{
x : ||x|| ≤

√
Π1

Π2

}

CW̃c
=

{
W̃c : ||W̃c|| ≤

√
Π1

Π3

}
. (61)

Therefore, according to Definition 1 and Lyapunov theorem
extension, the considered auxiliary system (5) and the estimated
weight error W̃c are UUB. In addition, their ultimate bounds are√

Π1/Π2 and
√

Π1/Π3 defined in (61), respectively.
SII:The event is triggered, which yields t = sk+1h. On ac-

count of the definition ofL(t) in (46), we can obtain its difference
as

ΔL(t) = V ∗(x(sk+1h))− V ∗(x(s−k+1h)) + V ∗(x(sk+1h))

− V ∗(x(skh)) +
1

2
W̃T

c (sk+1h)W̃c(sk+1h)

− 1

2
W̃T

c (s−k+1h)W̃c(s
−
k+1h) (62)

where x(s−k+1h)= limς→0+x(sk+1h− ς) with ς ∈ (0, sk+1h
− skh).

From the discussions in SI, L̇1(t) + L̇c(t) < 0 for ∀t ∈
[skh, sk+1h) can be concluded. This means that L1(t) + Lc(t)

is monotonically decreasing over [skh, sk+1h). Meanwhile, it
is evident that L1(t) + Lc(t) is continuous over [skh, sk+1h].
Hence, we can obtain that L1(t) + Lc(t) is monotonically de-
creasing over [skh, sk+1h], which yields

L1(sk+1h)+Lc(sk+1h)<L1(sk+1h− ς)+Lc(sk+1h− ς).
(63)

Then, when ς → 0+, one has

L1(sk+1h) + Lc(sk+1h)

< lim
ς→0+

(L1(sk+1h− ς) + Lc(sk+1h− ς))

= L1(s
−
k+1h) + Lc(s

−
k+1h). (64)

According to the expression of L1(t) and Lc(t) in (46), the
inequality (64) can be restated as follows:

V ∗(x(sk+1h)) +
1

2
W̃T

c (sk+1h)W̃c(sk+1h)

− V ∗(x(s−k+1h))−
1

2
W̃T

c (s−k+1h)W̃c(s
−
k+1h) < 0. (65)

Since the UUB stability of auxiliary system (5) has been
proved in SI, it is simple to indicate that V ∗(x(sk+1h)) ≤
V ∗(x(skh)). On basis of the aforementioned content, we get
ΔL(t) < 0 when x /∈ Cx or W̃c /∈ CW̃c

. Taking the discussed
scenarios into account, it can be attained that the auxiliary system
(5) and the weight estimation error W̃c are UUB. This proof has
been finished. �

IV. EXPERIMENTAL RESULTS

To validate the feasibility of the developed DETS-based
robust control policy, we will present the relevant simulation
consequences in this position.

Motivated by Yang and Wei [11], the parameters of uncertain
CSTR system (3) are set to be Bf = 21.5, Df = 0.036, ζ =
25.2, and θa = 28.5. Let the initialization x(0) = [1.5,−1.5]T ,
u(t) ∈ U = {u ∈ R : −0.4 ≤ u ≤ 0.7} with um = −0.4 and
um = 0.7. Considering the unmatched uncertainty inspired by
Xue et al.’s [14] work, we select h(x) = [1,−0.2]T and w(x) =
d1x1sin(d2x2), where d1 ∈ [−2, 2], d2 ∈ [−2, 2]. In light of the
matrix theory and (4), the following conditions hold:

g†(x) = (gT (x)g(x))−1gT (x) = [0, 25.2]

||h1(x)|| = ||g†(x)h(x)w(x)|| = 0 � h1m

h2(x) = (I − g(x)g†(x))h(x) = [1, 0]T

||w(x)|| ≤ ||d1x1|| ≤ 2||x1|| � wm(x).

Besides, the DETS-related parameters are selected as Θ =
diag{0.4, 0.6}, η

m
= 0.02, ηm = 0.07, ε = 30, and h = 0.01s.

For the parameters of cost function V (x) defined in (6), we
setσ = 0.35,Q = diag{100, 100}, r1 = 1.5, and r2 = 0.47. As
illustrated in Yang and He’s [33] work, the non-negative function
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Fig. 2. Auxiliary system: (a) System states. (b) Approximate optimal control
input. (c) DETS-based release interval. (d) Dynamic threshold function η.

R(u(t)) in (7) is represented as

R(u(t)) = 2α

∫ u(t)

β

tanh−1((λ − β)/α)dλ

= 2α(u(t)− β)tanh−1((u(t)− β)/α)

+ α2ln(1− (u(t)− β)2/α2).

Meanwhile, it can be calculated from (7) that α = 0.55 and
β = 0.15. In the applied critic NN (37), we choose the learning
rate γc = 0.01, the activation functionϕc(x) = [x2

1, x1x2, x
2
2]

T ,
and the approximated weight Ŵc = [Ŵc1, Ŵc2, Ŵc3]

T . By
adopting trial and error approach, we select the initial weight
Ŵc(0) = [0.1, 0.1, 0.1]T to guarantee the initial control strategy
being admissible.

Under the aforementioned parameters setting, the simulation
process is conducted and the specific results are depicted in
Figs. 2–7. By utilizing the proposed DETS-assisted RL al-
gorithm, the critic weight vector Ŵc is trained for auxiliary
system (5) via the tuning law (43) and collecting the histori-
cal information data φc,j , ϑc,j , which are presented in Algo-
rithm 1. During the learning process, the relevant trajectories
of auxiliary system (5) are displayed in Fig. 2. Meanwhile,
we choose the computational accuracy ε̂0 = 1× 10−5 and the
corresponding evolution of critic weight Ŵc is shown in Fig. 3.
Upon the end of the learning stage, Ŵc eventually converges to
[0.1721, 0.1184, 0.0896]T . From Fig. 2, it is plainly observed
that the auxiliary system state and the approximate optimal
control strategy can tend to the equilibrium point under the
designed algorithm. In addition, the utilization of DETS also
alleviate the computational pressure during the learning stage.
Therefore, the effectiveness of Algorithm 1 is verified by the
above-mentioned analysis.

Similar to Xue et al.’s [14] work, we randomly select the
parameters d1 = 1.3658 and d2 = 0.2516. It can be witnessed
from Fig. 4 that the states of uncertain CSTR system (3)
are effectively stabilized by the designed optimal ET control
scheme. Obviously, the states x1(t) and x2(t) tend to be nonzero
condition. The phenomenon originates from the nonzero equi-
librium point of uncertain CSTR system (3). Moreover, the

Fig. 3. Evolution of the critic weight Ŵc.

Fig. 4. States of uncertain CSTR system (3).

Fig. 5. Approximate optimal control û(xk) of uncertain CSTR system (3).

approximate optimal ET control policy û(xk) is plotted in
Fig. 5, which reveals that the trajectory of û(xk) does not
exceed the asymmetric input bounds um and um. It illustrates
that the obstacle of asymmetric control constraints has been
overcome for uncertain CSTR system (3). Meanwhile, û(xk)
also converges to nonzero value due to the existence of asymmet-
ric constraints demonstrated in [46]. Besides, the DETS-based
release instants and interval of uncertain CSTR system (3) are
plotted in Fig. 6. The dynamic threshold function η(skh+ lh)
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Fig. 6. DETS-based release interval of uncertain CSTR system (3).

Fig. 7. Dynamic threshold function of uncertain CSTR system (3).

TABLE I
COMPARISON OF DIFFERENT TRIGGERED SCHEMES

is shown in Fig. 7. During the whole implementation stage, the
function η(skh+ lh) is dynamically changing to regulate the
ET threshold. It should be noticed that η(skh+ lh) eventually
tends to be ηm when the uncertain CSTR system reaches the
stable status about 5.74 s. Therefore, after 5.74 s, no events are
triggered and no ET intervals can be witnessed in Fig. 6. On basis
of the above-mentioned discussions, the proposed DETS-based
approximate optimal control scheme is feasible and valid.

To demonstrate the advantages of DETS-assisted RL algo-
rithm, we conduct the comparisons of triggered number un-
der time-driven scheme (TDS) and ET adaptive critic learning
(ETACL) approach proposed in Yang and Wei’s [25] work. Ac-
cording to Table I, the better triggered performance is evidently
obtained under DETS-assisted RL algorithm. To be specific, we
actually adopt 83 sampled states to generate the approximate
optimal control policy û(xk). However, there are 1000 and 114
sampled states employed to calculate the control strategy under
TDS and ETACL approach, respectively. On the other hand, the

convergent difference of system states under these schemes is
not apparent, which illustrates the applied DETS can balance
the control and triggered performance. Hence, the practicability
of the proposed control scheme is validated in virtue of the
aforementioned comparisons.

V. CONCLUSION

This article presents an RL-boosted robust ET control policy
for uncertain CSTR system with constrained input. In order
to attain the industrial production reliability, asymmetric con-
trol constrains and unmatched uncertainty are simultaneously
reflected in the designed performance function. Then, the in-
vestigated control problem can be converted into solving the
targeted HJB equation. To lessen the computational burden,
the predesigned DETS with a dynamic threshold function is
adopted to appropriately regulate the data transmission. From the
viewpoint of implementation, the optimal performance function
is approximated by employing a DETS-assisted RL algorithm.
Moreover, the auxiliary system states and the estimated weight
error are proven to be UUB stability. In the end, the experimental
results illustrate the practicability of the proposed robust con-
trol scheme. It is noteworthy that the applied gradient descent
approach requires the appropriate initial weight vector. Thus,
further research topics will involve the advanced weight tuning
techniques within RL framework, such as adaptive moment
estimation, particle swarm optimization and so on. In addition,
how to develop an RL-boosted secure control scheme for large-
scale networked systems against malicious attacks still deserves
further investigations.
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