See
Authorized licensed use limited to: Nanjing UnlverS|ty of Information Scien

IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS: SYSTEMS, VOL. 55, NO. 7, JULY 2025

4969

Privacy-Preserving Distributed Estimation Over
Sensor Networks With Multistrategy Injection
Attacks: A Chaotic Encryption Scheme

Lijuan Zha"', Jinzhao Miao™, Jinliang Liu

and Chen Peng

Abstract—This article explores the distributed set-membership
state estimation problem over sensor networks (SNs) with chaotic
encrypted privacy-preserving scheme and multistrategy injection
attacks (MIAs). Since potential eavesdroppers in communication
networks may intercept the transmitted measurement signals,
chaotic encryption is adopted as a privacy-preserving scheme
to protect the system state information from being revealed.
The measurement signals are encrypted before transmission and
decrypted upon reception by the remote estimator. A newly
devised attack model is developed to characterize the injection
attacks, which occur randomly and involve a combination
of multiple attack strategies. By employing matrix inequal-
ity techniques, a unified set-membership estimation scheme is
developed when both the privacy-preserving scheme and the
MIAs coexist. Subsequently, based on the sufficient condition of
constraining the estimation error within an ellipsoidal range, an
optimization problem is formulated to achieve the optimal estima-
tion performance at each time step, along with the development
of a recursive algorithm for computing the required estimator
parameters. Finally, simulation is provided to verify the set-
membership estimation approach under the chaotic encryption
scheme.

Index Terms—Chaotic encryption, multistrategy injection
attacks (MIAs), privacy-preserving scheme, sensor networks
(SNs), state estimation.
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I. INTRODUCTION

ECENTLY, sensor networks (SNs) have garnered consid-
Rerable attention because of their widespread applications
in various domains, e.g., industrial automation, power grids,
traffic control, and mobile robots [1], [2], [3]. SNs consists of
numerous distributed sensor nodes, each node is capable of
sharing data with other nodes through the network. As one
of the most common practical problems within the domain
of signal processing, distributed state estimation on SNs has
garnered significant attention from researchers owing to its
notable advantages in robustness, adaptability, and flexibil-
ity [41, 51, [6].

The primary advantage of distributed estimation over SNs
lies in the accuracy and stability of estimation through col-
laboration and information fusion among nodes [7], [8], [9].
In distributed estimation, each individual node conducts local
estimation of the target state utilizing its own measured state
information. Nodes exchange estimation results and measure-
ment data through the network to collectively accomplish
the state estimation task [10], [11], [12]. Up to this point,
numerous researchers have achieved some accomplishments
in investigating the issue of distributed estimation in SNs.
A novel distributed estimator based on indicator functions
is developed in [7] by combining energy harvesting and
intermittent information exchange in SNs. In [13], distributed
recursive estimation problem of multirate systems in SNs
is explored, utilizing the FlexRay protocol for scheduling
communication among the sensors. Distributed estimation of
SNs with measurement noise is investigated in [14], employ-
ing a dynamic event-triggered scheme to alleviate resource
constraints. However, there has been relatively little attention
paid to the issue of privacy preserving in SNs, which stands
as the key impetus for this article.

SNs typically involve sensitive information due to their
application scenarios and deployment environments [15]. For
instance, surveillance systems in smart homes and biometric
data in health monitoring devices, may contain sensitive
information such as personal identities, location details, and
health conditions [16]. To mitigate the risk of sensitive
information leakage and enhance data confidentiality, it is
essential to implement privacy protection for critical data
in SNs [17]. Currently, some progress has been made in
addressing the issue of encrypting privacy data in networked
systems. In [18], a distributed dispatch method is developed
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to protect the data privacy in microgrids, employing a ran-
dom state decomposition method to forestall the disclosure
of confidential power information. A dynamic key-driven
encryption scheme for privacy-preserving sampling data is
investigated in [19], along with the proposal of a distributed
proportional-integral observer applicable to vehicular network-
physical systems. In [20], a novel privacy-preserving scheme is
proposed that involves injecting artificial noise into measure-
ment signals for encryption, and a new metric is established
for security assessment of signal transmission. Although the
encryption technology used in the aforementioned paper can
prevent malicious adversaries from eavesdropping on private
data, in open network environments, there is a significant
likelihood that malicious adversaries may simultaneously ini-
tiate other network attacks. Therefore, this article introduces a
chaotic encryption scheme to encrypt sensitive data, which can
simultaneously mitigating data tampering caused by network
attacks during the transmission process.

Note that the existing distributed privacy protection meth-
ods, such as homomorphic encryption and differential privacy
have been widely applied [21]. However, they still face signifi-
cant limitations in practical deployment. For instance, the high
computational complexity and storage overhead associated
with homomorphic encryption often make it challenging to
apply it on resource-constrained sensor nodes [22]. Moreover,
homomorphic encryption incurs considerable energy and band-
width consumption in large-scale distributed SNs, which
makes its deployment difficult in dynamic, resource limited
environments [23]. Differential privacy, on the other hand,
requires the addition of noise, directly impacting data accu-
racy and subsequently reducing the precision of estimation
results in distributed estimation tasks [21]. In contrast, chaotic
addition exploits the strong dependence of chaotic sequences
on their initial conditions, along with their inherent unpre-
dictability, to establish an efficient and lightweight encryption
scheme. The computational complexity of the chaotic encryp-
tion algorithm are typically O(L + M), where L represents
the length of the chaotic sequence and M denotes the size of
the data to be encrypted. In contrast, homomorphic encryption
schemes often involve computationally intensive operations
such as modular exponentiation or polynomial arithmetic,
typically resulting in a complexity of at least O(M log M) or
higher. Due to its significantly lower computational overhead,
chaotic encryption is well-suited for resource-constrained sen-
sor nodes, enabling distributed estimation while maintaining
data privacy [24]. Additionally, chaotic encryption performs
encryption and decryption through XOR operations, thereby
protecting privacy without compromising estimation accuracy.
This characteristic makes chaotic encryption-based privacy
protection schemes better suited for application scenarios
that demand high-precision estimation. For now, in [25], the
application of chaotic encryption algorithm for the secure
transmission of privacy data in industrial control systems is
explored. The dynamical characteristics of a multiwing chaotic
system are investigated in [24], and the application of chaotic
encryption is implemented in practical problems. However,
there remains a research gap regarding chaos encryption-based
privacy-preserving schemes over SNs. Therefore, designing a
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chaos encryption-based distributed privacy-preserving scheme
for deployment in SNs holds significant security importance.

Given that eavesdropping attacks often occur alongside
other network attacks in the open network environment, in
addition to potential eavesdroppers, other attacks may also
pose threats to the system security. Frequently occurring
network attacks include deception attacks, false data injection
(FDI) attacks [26], [27], [28], DoS attacks [29], [30], replay
attacks [31], and so on. The FDI attacks, which are notable
for their prominence in both stealthiness and destructiveness,
have garnered attention from some researchers [32]. In [33],
the security estimation is investigated where the joint attacks
on estimator and communication channel are addressed with
resource limitations. The FDI attacks strategy for tampering
with partial sensor measurement data is proposed in [34],
and sufficient conditions for maintaining the stealthiness of
FDI attacks are derived. Intermittent FDI attacks in cyber-
physical systems are investigated in [35] to reduce the impact
of actuator attacks on the system posterior estimation error.
However, the vast majority of current research findings on FDI
attacks rely on the assumption of a certain attack strategy. In
order to enhance the success rate of their attacks, malicious
attackers often employ FDI attacks that involve multiple
strategies rather than relying on single strategy. Attack sig-
nals may exhibit adaptive or highly targeted characteristics,
with attackers continually adjusting their strategies based on
system feedback. For improving the stability and robustness
of estimation systems, establishing a comprehensive model of
FDI attacks that can primarily captures the randomness of
strategy combinations is necessary. The proposed multistrat-
egy injection attacks (MIAs) in this article will incorporate
different FDI attacks simulation methods [26], [27], [28] to
achieve multistrategy attacks in the simulation section. This is
another prominent highlight of this article.

In order to address eavesdropping attacks by potential adver-
saries in communication networks, as well as random FDI
attacks with multiple attack strategies, a privacy-preserving
scheme based on chaotic encryption and decryption is
proposed for ensuring the privacy of critical data containing
system state information over SNs. The unique features of this
article are summarized as follows:

1) A new distributed set-membership estimation (DSME)
scheme over SN is proposed, which takes into account
the chaotic encryption privacy-preserving scheme and
multiple attack strategies. Through the use of recursive
matrix inequalities (RMIs), the estimation errors are
restricted within a specified ellipsoidal range and the
optimal estimator gain matrices are achieved through the
minimization of the constraint matrix.

2) In order to safeguard the confidentiality of sensitive
data in communication networks, a privacy-preserving
scheme based on chaotic encryption and decryption is
utilized, which defends against potential eavesdropping
attacks and safeguards the confidentiality of the system
state information.

3) Compared to the existing FDI attacks
model [26], [27], [28], a MIAs model is proposed
to reflect more realistic adversarial behaviors, which
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Fig. 1. Networked state estimation with eavesdropper and MIAs.

incorporates a combination of attack strategies and
introduces a higher level of unpredictability and stealth.
Notation: R" stands for the n-dimensional Euclidean space.
R™™ denotes the set of n x m real matrices. M' represents
the transpose of the matrix M. | - || denotes the Euclidean
norm. diag{-} represents the diagonal matrix. / and 0 represent
the identity matrix and zero matrix of compatible dimension,
respectively. [E{z} means the expectation of the stochastic
variable z. z; @ zp stands for the Exclusive OR (XOR)
operations between z; and z2. 71 o z2 denotes the Hadamard
product and represents the element-wise multiplication of two
matrices or vectors of the same dimension.

II. PROBLEM FORMULATION

The communication topology of the SNs with N nodes in
this article is described by a directed graph G = (V, &, A)
with the set of nodes V = {1, 2, ..., N}, the set of edges £ C
V x V and the non-negative adjacency matrix A = [a;]nxn.
The edges of G are represented by ordered pairs (i, j), where
(i,j) € & indicating that node i can receive information from
node j, and node j is referred to as one of the neighbors of
node i. Define N; = {j € V|(i,j) € &} as the set of all
neighbors of node i.

A. System Model

Consider the state estimation problem illustrated in Fig. 1,
the encrypted measurement signal may be intercepted by
potential eavesdroppers and subjected to random occurrences
of MIAs. The time-varying system with N spatially distributed
sensors that represents the plant under investigation is charac-
terized by

x(k+ 1) = A()x(k) + Bk (k) 0
vi(k) = Ci(k)x(k) + D;(k)vi(k), ieV

where x(k) € R™ is the system state and y;(k) € R™
is the measurement output of the ith sensor. w(k) € R
and v;(k) € R™ are the process and measurement noises,
respectively. A(k), B(k), C;(k), and D;(k) are known matrices
with appropriate dimensions.

Assumption 1: The unknown noise w(k) and v;(k) are
bounded and constrained within the following ellipsoids

W(k) = [a)(k) o TW Kok < 1} )
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Vi) = fuito v dovi oo < 1 3

where W(k) > 0 and V;(k) > 0 are known matrices.

B. Privacy-Preserving Scheme

Generally, measurement output is transmitted to the remote
estimator through a secure and reliable network. However,
because of the inherent openness and susceptibility of the
network, there exists the leakage risk of measurement data
that may be intercepted by potential eavesdroppers when being
transmitted to the remote estimator via the communication
network. Therefore, a privacy-preserving scheme based on
chaotic encryption and decryption is adopted during signal
transmission to safeguard the privacy of measurement data.

Before transmitting measurement data to the remote estima-
tor, the plaintext y;(k)(i € V) is encrypted through employing
chaotic encryption-decryption technique. Similarly to [36], the
detailed steps of chaotic encryption are described below:

Generate chaotic sequences 5;(k) as keys by employing the
following Logistic Equation:

s(t+ 1) = Ei(k)s@)(1 — s(n)) “4)

where the parameter E;(k) € [3.58, 4] and s(0) = 5;(0).

After iterating the chaotic system (4) 7 times, set the key
Sitk) = [sT(®,sTG — 1),...,sT(F — ny, + D]". Since XOR
operations in chaotic encryption can only be performed on
integers, it is necessary to scale up the measurement output
vi(k) and the chaotic key 5;(k) to eliminate the decimal
component.

The process of chaotic encryption is formalized as follows:

yi(k) = Ii(=d)((ITi(d)yi(k)) & (I1;(d + 2)5i(k))) ~ (5)

where y;(k) represents the generated ciphertext, and IT;(d) =
diagny{lod} is the amplification matrix with encryption accu-
racy d.

After the remote estimator receives the actual ciphertext
signal y;(k), execute the decryption operation to obtain the
measurement output y;(k). By employing the same chaotic
system, initial condition, and iteration count, it is possible to
obtain the identical chaotic keys 5;(k) as used during encryp-
tion. The decryption process can be expressed as follows:

yitk) = TLi(=d) ((Ti(@)yi (k) ® (TTi(d + 2)5i(k)))  (6)

where y;(k) denotes the decrypted plaintext of the measure-
ment output y;(k).

Remark 1: Chaotic encryption scheme involves employing
unpredictability sequences s(f) generated by Logistic (4) as
chaotic keys. Small variations in initial conditions s(0) or
parameters Ej(k) can generate completely different chaotic
sequences s(f), making it nearly impossible for the attacker
to obtain the chaotic key 5;(k) when s(0) and E;(k) are
unknown. Chaotic encryption achieves secure communication
by performing XOR operations between plaintext and chaotic
sequences to generate ciphertext. Owing to the highly unpre-
dictable characteristic of the generated chaotic sequence 5;(k),
the quest for effective cracking strategies becomes arduous,
thereby enhancing the security of the measurement data y;(k).
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Remark 2: Since XOR operations are performed on binary
numbers, it is necessary to convert both the ciphertext and
plaintext into binary form before encryption and decryption.
Moreover, since decimals cannot be directly converted into
binary, it is essential to convert the measurement data y;(k),
vi(k) and chaotic sequence 5;(k) into integers beforehand. By
establishing the data precision d of the estimator, the diagonal
matrix I1;(d) is constructed to convert plaintext and ciphertext
into integer matrices.

C. Multistrategy Injection Attacks

In an insecure network environment, compared to eaves-
dropping attacks, more commonly occurring are FDI attacks
aimed at disrupting system performance. One of the central
focuses of this article is to devise estimation strategies that
ensure robust estimation performance subject to FDI attacks.
Considering the potential for various false signals generated
by different FDI attacks in actual scenarios, the MIAs model
integrated with multiple attack strategies is designed as

q
yi(k) = yi(k) + pi(k) Z &i.1(k) A (k) (7

=1

where A;(k) represents the false signal injected by the attacker.
wi(k) and &; (k) are Bernoulli random variables with the
expectation [i; and &; ;, respectively, which satisfy

q q
YoEa =1, Y &i=1.
=1 =1

Considering the occurrence process of MIAs in practical
scenarios and the need for MIAs to avoid detection, the

fluctuation range of the false signals A;(k)(I=1,2,...,¢q) is
restricted as follows:
M (xik) < 57 (ko 95(k) ®)

where ¢ represents the known boundary matrix.

Remark 3: The Bernoulli variable w;(k) has two possible
values, 0 and 1, which can intuitively represent the occurrence
or nonoccurrence of attacks. The parameter i; denotes the
probability of attacks occurring in the complex network
environment. Utilizing Bernoulli variable allows for flexible
modeling and depiction of the likelihood of attacks occurring
in various scenarios.

Remark 4: The Bernoulli variable &; (k) is employed to
represent the occurrence of FDI attacks A;(k). When &; ;(k) = 1
and all other & ,(k) = 0 = 1,2,...,9 and ¢ # ), it
represents the occurrence of the /th type of FDI attacks.
Through adjusting the value of ; ;, the occurrence frequency
of FDI attacks can be regulated.

Remark 5: Compared with some existing FDI attacks with
single attack strategy in [26], [27], [28], the proposed MIAs
can model various attack behaviors to more realistically
replicate attack scenarios in actual network environments. In
practical scenarios, attackers may employ a combination of
various attack strategies in a dynamic and coordinated manner
to increase the difficulty of system detection. The MIAs model
describes this complexity by allowing random combinations
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of different attack strategies, enhancing the unpredictability of
attacks and thereby better reflecting real-world attack scenarios
in distributed SNs.

Remark 6: Compared to existing MIAs models in
[37] and [38], our approach employs two Bernoulli-distributed
random variables p;(k) and &; ;(k) to model potential attacks
in distributed sensor systems, providing a more flexible
and realistic representation of adversarial behavior. Unlike
previous MIAs models that use a fixed injection matrix,
our method utilizes Bernoulli-distributed random variables
&i1(k) to simulate the selective injection of false signals
by the attacker into different sensor nodes, making it more
consistent with real-world attack scenarios. Moreover, instead
of imposing direct constraints on false signals as in existing
MIAs models in [37], [38], our approach constrains the range
of false signals based on measurement data in (8), leading to
a more reasonable and practical security framework.

D. Distributed Estimator Design

In view of the privacy-preserving scheme and MIAs, the
following distributed estimator is devised for system (1):

Xi(k 4+ 1) = Li(k)x;(k) + Z a;iKij(k) (3 (k) — Cj(k)xi(k)) (9)
JjeN;
where x;(k) is the estimation of x(k), L;(k), and K;j(k) are
estimator gain matrix to be designed.

Denote the estimation error as e;(k)
Recalling (1) and (9), we obtain

= x(k) — %)

ei(k+ 1) = A(k)x(k) + B(k)w (k) — L;(k)x;(k)
— > ajKy(k) (Ci(kyei (k) + Dj(k)yvj (k)

JeN;
+ ) (300 @50 (10)
where
y q
Aty = ) &utonk).
=1
To simplify the notations, we define
e(k) = colyfei(k)}, x(k) =1y ® x(k)
ok) =1y @ w(k), x(k) = coly{x;(k)}
L(k) = diagy{Li(k)},  K(k) = [ayKij()]y, 5
C(k) = diagy{Ci(k)}, D(k) = diagy{Di(k)}
v(k) = coly{vi(k)}, (k) = diagy{ui(k)Iy,}
w(k) = coly{Ri(k) @ 5i(k)).
From (10), we can have
e(k+1) = (In ® A(k))x(k) + (Iy ® B(k))w(k)
— L(k)x(k) — K(k)C(k)1yp, o e(k)
— K(k)D(kyv(k) — K(k)u(k)A(k).  (11)

Assumption 2: For known matrix P(0) > 0, the initial
estimation error e(0) satisfies

el (0P 1 (0)e;(0) <1, i=1,2,...,N. (12)
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Definition 1 [14]: The system (1) under the privacy-
preserving scheme and MIAs are considered to achieve the
DSME, if the estimation error ¢;(k)(i = 1,2,...,N) is
confined within certain elliptical region. Specifically, for the
error dynamics (10) and positive matrix sequences P(k), there
exist sufficient conditions such that e;(k) satisfies

(k) = e ()P~ (K)ei(k) < 1. (13)

III. MAIN RESULTS

In this section, considering privacy-preserving scheme and
MIAs, a new distributed estimator of form (9) will be
proposed. The adequate prerequisites for fulfilling the designed
estimator will be established based on a set of RMIs.
Afterward, an algorithm is presented to calculate L;(k) and
K;j(k) in the presence of privacy-preserving scheme and MIAs.
We will start by presenting several lemmas that will aid in the
subsequent derivation.

Lemma 1 [39]: The quadratic functions Z;(¢)(¢ € R"s) are

Zi(§) =¢"Vi5,(1=0,1,...,3) with V] = V.. Then
Z1(6) =0,...,Z;(5) =0 — Zo(s) =0 (14)
holds if there exist 81 > 0, ..., Bz > 0 such that
q
Vo— Y AVi<0. (15)

=1
Theorem 1: Let positive-definite matrix P(k) be given,
considering the privacy-preserving scheme and MIAs, for
system (1) and the estimator (9), the estimation error constraint
condition (13) is achieved if there exist matrices L;(k), Kj;(k),
positive scalars o1 ;(k), 02(k), 03,;(k), and o4 ;(k) such that for
j=12,...,N

[—@(k) *

o,Q(k) —Pk+ 1)] =0 (16)

where
N

Ok = diag{l — o2 (k) = Y (01.4(k) + 03,1 (k)
i=1
+304,: (k)8 A1, (K)

N
D (0110 @i — 3041 (k)8 As,i(k))
i=1

N

> (03.:(0Ti(k)

i=1

o2(k) A(k),

~304.1(k)8A3,i(K)), 204 i) P }

Ari(k) = 3T (o CT (v ToC (k)x,(k) +5

Tow o5k
Agi(k) = diagf0,...,0, Ag;(k),0,...,0}, £=2,3
S——— ~——
i—1 N—i
Azi(k) = RY(k)CT (k)9 19 Ci(k)R (k)
As,i(k) = D} (k)0 T0D;(k),  A(k) = diagy (W~

T(k) = diag{0, ...,0, V' (k),0,...,0}
b\/—/ b\,_/

Yk}
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®; = diag{0,...,0,1,0,...,0}, = diagy{iiily,}
Jj-1 N—j
Q) =[Qik) k) Bk  KEDEK Kki]
Qi (k) = (Iv ® A(k) — L(k))&(k)
(k) = Iy ® (A(KR(K)) — diag{K (k) C (k)
x(1y ® R(k))}

Q3(k) = Iy ® B(k).

Proof: This theorem is demonstrated by employing math-
ematical induction. First, it is evident from Assumption 2
that E{W(0)} < 1 holds true. Then, assume that E{W (k)} <
1 is true, it is required to demonstrate the validity of
E{wk+ 1)} < 1.

Applying Cholesky Decomposition to P(k), we can have
P(k) = R(k)RT(k), where R(k) > 0 is a lower triangu-
lar matrix. Referring to [40], there exists ¢;(k) satisfying
IZi(k)|| < 1 such that

ei(k) = R(k)¢i(k). (17)
Furthermore, (17) is equivalent to
x(k) = %i(k) + R(k)¢; (k). (18)
Define ¢ (k) = coly{z;(k)}, it follows from (18) that
x(k) = x(k) + (Iy ® R(k))¢ (k). (19)

Substituting (19) into (11) yields

e(k+1) = (Iy ® A(k) — L(k))x(k) + (Iy ® B(k))a(k)

+ (v @ A(k) Iy ® R(k))¢ (k)
— K(k)C(k)1nn, o ((In ® R(k))¢ (k)
— K()D(kyv(k) — K (k) ju.(k) 1. (k)

= (Iv ® A(k) — L(k))x(k) + (Iy ® B(k))a(k)
+ (Iv ® (AR(K)))¢ (k)
— K(k)C(k)(1y ® R(k)) o £ (k)
— K(k)D(kyv(k) — K (k) ju.(k) 1. (k)

= (Iv ® A(k) — L(k))x(k) + (Iy ® B(k))(k)
+ (Iv ® (A(k)R(k)) — diag{K (k)C (k)

x(y® R(/i))})é“(k) — K(k)D(k)v(k)
— KRy (k) A (k). (20)
By denoting
=[5 TR Tk VR Tw].
Equation (20) can be rewritten as
E{etk + D} = Qn (k). @1

Based on (13) and (21), one has
E{Wk+ D} =" (R ® P[P~ (k+ DKk K). (22)
Therefore, E{W(k + 1)} < 1 is equivalent to
n" ()Y (R)mk) <0 (23)

where Y(k) = QTK)@[P 'k + 1)P;Qk) — € and € =

diag{1, 0,0, 0, 0}.

—1 N—
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From ||¢;(k)|| < 1, it can be deduced that

' (k) E1i(knk) <0 (24)
where E; ;(k) = diag{—1, ¢;,0, 0, 0}.
Noting Assumption 1, we have
0" (k) Ex2(k)n(k) <0 (25)
and
0" (k)E3,:(k)n(k) <0 (26)
where Ey(k) = diag{—1,0,A(k),0,0} and E3;(k) =

diag{—1,0, 0, T";(k), 0}.
According to (1), (5), and (8), one has

Ef (L @5:00)" (1o @ 5ih) |
< 8y (k)0 T o yi(k) + 857 (k)0 T 95 (k)
< 38A1,i(k) + 38¢ (k) An,i(k)¢i (k)

+ 38v,~T(k)A3,,~(k)v,~(k) 27

where § is the scaling factor induced by XOR operations.
Then, it follows from (27) that:

0" (k)B4 (k)n(k) <0 (28)

where
Ea.(k) = diag| ~38A1,4(0), ~38A2,(0, 0, ~38 A, (6), @].

In light of the aforementioned discussion and Lemma 1, in
order to facilitate the proof, we construct the following matrix
inequality:

N
T (k) — Zdl,i(k)El,i(k) — 02(k)E2(k)

i=1

N N
— 030 E3,i(k) — Y 0ui(k)Eai(k) < 0. (29)
i=1 i=1
For the convenience of subsequent calculations, (29) is trans-
formed into the following equivalent inequality:

Q' (@] P (k+ DKk — ©K) <0. (30)

By employing Schur Complement, we can obtain that (30)
is ensured by (16). In view of (24), (25), (26), (28), and (30),
it follows from Lemma 1 that Y (k) < 0. Therefore, from (23),
one can get E{W(k + 1)} < 1. The proof is now completed.

Remark 6: Each bit of a binary number can only be 0
or 1. The result of XOR operations may be a binary number
with all bits equal to 1. This means that the result of XOR
operations on two binary numbers may be larger than either
of the operands. Since the number of bits in both operands
is finite, the size of the operation result is also limited. In
other words, the operation result is a limited multiple of
the operands. Therefore, a scaling factor § is established to
represent the upper bound of the operation result. The scaling
factor can be obtained by deriving the theoretical maximum
value through the calculation principles of XOR operations.
Alternatively, an exact value of § can be obtained by collecting
data from actual problems.
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Algorithm 1: Calculation of Gains L;(k) and K;;(k)

1 Input: System parameter matrices A(k), B(k), C;(k) and
D;(k); boundary matrices W (k) and V;(k); chaotic
encryption parameters ¢, 5;(k) and §; attack

parameter [i;;

Output: L;(k), K;j(k);

for k=11t T do

4 Initialize symbolic variables P(k), o1 i(k), o2(k),
03,i(k) and oy,;(k);

5 Obtain R(k) by applying Cholesky Decomposition to
P(k);

6 Calculating matrices ® (k) and €2 (k);

7 solve L;(k) and K;j(k) with LMI (16) by the LMI
toolbox in MATLAB;

w N

8 end
Motor .
Feed 4 with Cy;
_/_ Reactor
Sensor
Cooling
medium
with T¢
—»
Stirrer

Product B with Cz and 4 with C,

Fig. 2. Physical structure of the CSTR.

Theorem 2: Consider the system (1) with MIAs, the
privacy-preserving scheme, and the estimator (9). A sequence
of minimized {P(k)}i>0 is provided by solving the following
optimization problem:

tr{P(k+ 1)} (31)

min
P(k+1),L;(k),K;j(k),01,;(k),02(k),03,i(k),04,; (k)
subject to the constraint condition (16), then L;(k), K;(k),
positive scalars o7 ;(k), o2(k), 03,(k), and o4 (k) can be
derived. Accordingly, the optimal estimator gains in (9) can
be obtained.

Based on the optimization problem (31) proposed in
Theorem 2, the following Algorithm 1 are summarized for
calculating the estimator gain matrices L;(k) and K;;(k) in the
DSME scheme.

IV. ILLUSTRATIVE EXAMPLE

In this section, we implement the proposed DSME method
on an industrial nonisothermal continuous stirred tank reactor
(CSTR), validating its effectiveness through simulation results.
The CSTR is a chemical reactor where reactants are stirred
nonisothermally in the tank, and the reaction process occurs
discretely, not continuously. The control system of CSTR
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typically includes temperature sensors, stirrers, heating or
cooling devices, as well as systems for adding reactants and
collecting products. Fig. 2 depicts the schematic diagram of
the CSTR physical structure. The inflow substance of the
CSTR is a chemical substance A with concentration C4;. The
effluent is a mixture of reactant A with concentration C4, and
desired product B with concentration Cp. T and T¢ represent
the temperature inside the reactor and the temperature of the
cooling medium, respectively.

Due to constraints arising from operating conditions, reac-
tant properties, and potential interference with the reaction
process, direct measurement of concentrations within CSTR
is difficult in the majority of cases. The common solution
involves applying signal processing techniques based on avail-
able measurement data of CSTR to estimate concentrations.
In [14] and [41], an exploration is undertaken regarding the
state estimation and H filtering associated with CSTR model.

The state matrix of the discretized and linearized state-space
model of the CSTR draws inspiration from [14] and [41], and
given by

[x<1>(k+ 1)} _ [ 0.9719

—0.00137[x™ (k)
x4+ 1) —0.0340

0.8628 || x® (k)} (32)

where x(l)(k) and x@ (k) are the output concentration and the
reactor temperature, respectively.

In practical scenarios, fluctuations in the internal temper-
ature of the reactor or fouling of the cooling medium may
potentially impact the CSTR system to a certain extent. Thus,
we consider the parameter matrix sequences of the CSTR
to be time-varying and can be represented in the following
form:

A(k) = 0.9719 —0.0013
~1—0.0340 0.8628 + 0.2sin(k)
_ 0.1 +0.1sin(k)

o[ 410]

The time-varying parameters of the measurement model for
the CSTR system is given by

Ci(k) = [0 1+ 0.2sin(k) + 0.05]
Di(k) = 0.1 +0.1sin+k), i=12,...,5.

In this example, N = 5 sensors are deployed with an
interactive topology as illustrated in Fig. 2 to collaboratively
estimate the state of the CSTR system. To enhance the secu-
rity and confidentiality capabilities of the chaotic encryption
scheme, time-varying parameters Ej(k) = 0.21sin(0.5{ +
0.8k) 4+ 3.79 are employed. The initial values for the chaotic
sequences s(7) are set as 51(0) = 0.32, 52(0) = 0.34, 53(0) =
0.56, 54(0) = 0.71, and 55(0) = 0.84. When the Logistic
(4) generates the chaotic sequences, the iteration count is 7 =
300 and the encryption accuracy is d = 8. The expectations
of MIAs occurrence probability are taken as p; = 0.2. It is
assumed that there are 3 attack strategies, that is g = 3. Set the
expectations for occurrence probability of each attack strategy
to £ = 0.3, & = 0.3, and & = 0.4. The generation methods
of false signals A;(k) in each attack strategy are as follows:

A (k) = sin(0.1km) +
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Fig. 3. System state x(k) and the its estimation X (k).
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Fig. 4. Estimate errors e;(k).

Ao (k) = 4.5¢00%=D gin 27 3;(k)) |
A3(k) = 2 + 0.5sin(k)

where A1(k), Ax(k), and A3(k) are the false signal gener-
ation methods adopted in references [42], [43], and [26],
respectively.

The initial concentration of reactant A is set as 4.9 mod/L,
and the initial temperature is set as 128 €. The other initial
conditions are sclected as %(0) = [4.8 129] , (0 =
[5.0 131]", £3(0) = [5.1 132]", £4(0) = [4.8 130]", £5(0) =
[5.2 127]T, and P(0) = diag{40, 40}.

The simulation results are demonstrated in Figs. 3-7. The
system state x(k) and its estimation X(k) are displayed in
Fig. 3. As shown in Fig. 4, the estimation errors e;(k) remain
consistently within an acceptable range, which demonstrates
that the designed estimator can estimate the system state x(k).

In order to examine the impact of privacy-preserving scheme
utilizing chaotic encryption on measurement signals y;(k),
Fig. 5 depicts a comparison of measurement signals before and
after encryption. The signals before encryption y;(k) differs
significantly from signals after encryption y;(k), exhibiting no
apparent regularity. This indicates that the chaotic encryption
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Fig. 5. Comparison of measurement signals before and after encryption.

scheme effectively prevents malicious adversaries from eaves-
dropping on the measurement.

To evaluate the effectiveness of the chaotic encryption
algorithm in randomizing data and enhancing information con-
cealment, information entropy is introduced as a key metric.
Proposed by Shannon in information theory, entropy serves
as a fundamental measure of uncertainty or randomness in a
dataset. It quantifies the average amount of information con-
tained in a data source, where higher entropy values indicate
greater uncertainty and lower redundancy. Theoretically, an
effective encryption algorithm should maximize information
entropy, ensuring that the encrypted data exhibits a highly
random distribution, thereby resisting statistical analysis and
cryptographic attacks. The calculation of information entropy
is based on probability distributions. The Shannon entropy is
mathematically defined as

H(Z) == p(z)log, p(zc) (33)

k=1

where Z is a set of encrypted variables, z, represents possible
values of Z, p(z,) is the probability of occurrence of z, k;
represents the total number of distinct values that Z can take.
H(Z) represents the average amount of information contained
in a data source under the probability distribution p(z).

Table I presents the information entropy of the measurement
data y;(k) before encryption and the encrypted data y;(k).
It can be observed that the entropy values of the encrypted
data are significantly higher than those of the original data.
This indicates that the encryption process effectively increases
data uncertainty and randomness, thereby enhancing security.
A higher entropy value suggests that the encrypted data is
more uniformly distributed over its possible range, making
it more challenging for an adversary to extract meaningful
information. Consequently, the results validate the effec-
tiveness of the proposed chaotic encryption algorithm in
enhancing data obfuscation and privacy protection.

As depicted in Fig. 6, compared to single strategy attacks,
MIAs exhibit more irregular signal fluctuations with signifi-
cantly greater variations in the amplitude and frequency of the
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TABLE I
INFORMATION ENTROPY OF DATA BEFORE AND AFTER ENCRYPTION
i=1 i =2 i=3 i=4 i=25
yi(k) 2.4910 2.4896 2.4985 2.4910 2.4821
7 (k) 5.8569 5.8736 5.8569 5.8173 5.8547

(k) with i = 0.2
—-—-—e{"(k) with i = 0.5

——— (k) with i3 = 02
ey (k) with fiz = 0.5

——— eV (k) with i3 = 0.2
—-—-—e!)(k) with i3 = 0.5

Time(k)

Fig. 7. ej(k) with different MIAs occurrence probability.

attack signals. This variability arises from the random combi-
nation of multiple attack strategies, making it challenging for
the system to adapt to and predict the attack patterns, resulting
in larger and more unstable estimation errors. The comparison
in Fig. 6 demonstrates the advantages of MIAs over single
strategy attacks in terms of destructiveness and stealth.

In order to evaluate the influence of MIAs on estimation
performance, the expectations of MIAs occurrence probability
are taken as u; = 0.2 and p@; = 0.5, respectively. Fig. 7
displays the estimation error e;(k) subject to MIAs with
different occurrence probability, which illustrates that the

Authorized licensed use limited to: Nanjing University of Information Science and Technology. Downloaded on June 19,2025 at 01:37:42 UTC from |IEEE Xplore. Restrictions apply.



ZHA et al.: PRIVACY-PRESERVING DISTRIBUTED ESTIMATION OVER SNs

escalation in MIAs probability leads to results in a further
increase in e;(k). Based on the aforementioned simulation
results, it is evident that the designed DSME method performs
effectively under the privacy-preserving scheme and in the
presence of MIAs.

V. CONCLUSION

This article delves into the problem of distributed state
estimation over SNs, considering a privacy-preserving scheme
with chaotic encryption and the impact of MIAs. To safe-
guard against the leakage of system important data, a
privacy-preserving scheme incorporating chaotic encryption
is employed to counteract potential eavesdroppers lurking
within the communication network. The MIAs is proposed to
model malicious attacks targeting privacy data, which involves
randomly injecting various false signals into encrypted pri-
vacy data during transmission. A unified DSME scheme
that takes into account privacy-preserving scheme and MIAs
is developed, which constrains the estimation errors within
a specific elliptical range. To achieve optimal estimation
performance, an optimization algorithm for computing the
required estimator gain matrix is proposed. In the future, to
better accommodate a wider range of application environ-
ments, further optimization of encryption algorithms and the
integration of differential privacy protection techniques will be
explored in resource-constrained scenarios.
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